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Abstract

Connected vehicles will have a tremendous impact on tomorrow’s mobility solutions. Such
systems will heavily rely on information delivery in time to ensure the functional reliability,
security and safety. However, the host-centric communication model of today’s networks ques-
tions efficient data dissemination in a scale, especially in networks characterized by a high
degree of mobility.

The Information-Centric Networking (ICN) paradigm has evolved as a promising candi-
date for the next generation of network architectures. Based on a loosely coupled communica-
tion model, the in-network processing and caching capabilities of ICNs are promising to solve
the challenges set by connected vehicular systems. In such networks, a special class of caching
strategies which take action by placing a consumer’s anticipated content actively at the right
network nodes in time are promising to reduce the data delivery time.

This thesis contributes to the research in active placement strategies in information-centric
and computation-centric vehicle networks for providing dynamic access to content and com-
putation results. By analyzing different vehicular applications and their requirements, novel
caching strategies are developed in order to reduce the time of content retrieval. The caching
strategies are compared and evaluated against the state-of-the-art in both extensive simula-
tions as well as real world deployments. The results are showing performance improvements
by increasing the content retrieval (availability of specific data increased up to 35% compared
to state-of-the-art caching strategies), and reducing the delivery times (roughly double the
number of data retrieval from neighboring nodes).

However, storing content actively in connected vehicle networks raises questions regard-
ing security and privacy. In the second part of the thesis, an access control framework for
information-centric connected vehicles is presented. Finally, open security issues and research
directions in executing computations at the edge of connected vehicle networks are presented.
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Kurzfassung

Die voranschreitende Vernetzung von Fahrzeugen wird einen erheblichen Einfluss auf die Mo-
bilitatslosungen von Morgen haben. Solche Systeme werden stark auf den zeitnahen Aus-
tausch von Informationen angewiesen sein, um die funktionale Zuverldssigkeit, Sicherheit
von Fahrfunktionen und somit den Schutz von Insassen zu gewihrleisten. Allerdings zeigt
sich bei ndherer Betrachtung der verwendeten Kommunikationsmodelle heutiger Netzwerke,
wie beispielsweise dem Internet, dass diese Modelle einem host-zentrierten Prinzip folgen.
Dieses Prinzip stellt das Management von Netzwerken mit einem hohen Grad an mobilen
Teilnehmern vor grofie Herausforderungen hinsichtlich der effizienten Verteilung von Infor-
mationen.

In den vergangen Jahren hat sich das Information-Centric Networking (ICN) Paradigma als
vielversprechender Kandidat fiir zukiinftige datenorientierte mobile Netzwerke empfohlen.
Basierend auf einem lose gekoppelten Kommunikationsmodell unterstziitzt ICN Funktionen
wie das Speichern und Verarbeiten von Daten direkt auf der Netzwerkschicht. Insbesondere
das aktive, gezielte Platzieren von Daten nahe der Benutzer stellt einen vielversprechenden
Ansatz zur Erh6hung der Datenbereitstellung in mobilen Netzen dar.

Die vorliegende Arbeit legt den Fokus auf die Erforschung von Strategien zum orchestri-
eren und aktiven Platzieren von Daten fiir Fahrzeuganwendungen im Netzwerk fiir mobile
Teilnehmer. Im Rahmen einer Analyse unterschiedlicher Fahrzeugapplikationen und deren
Anforderungen, werden neue Strategien fiir das aktive Platzieren vorgestellt. Unter Verwen-
dung von Netzwerksimulationen werden diese Strategien umfangreich untersucht und in im
Rahmen eines prototypischen Aufbaus unter realen Bedingungen ausgewertet. Die Ergebnisse
zeigen Verbesserungen in der zeitnahen Zustellung von Inhalten (die Verfiigbarkeit spezifis-
cher Daten wurde im Vergleich zu existierenden Strategien um bis zu 35% erhoht), wahrend
die Auslieferungszeiten verkiirzt wurden.

Allerdings bedingt das aktive Platzieren und Speichern von Daten auch Risiken der Daten-
sicherheit und Privatsphédre. Auf der Basis einer Sicherheitsanalyse stellt der zweite Teil der
Arbeit ein Konzept zur Zugriffskontrolle von gespeicherten Daten in verteilten Fahrzeugnetz-
werken vor. Abschlieffend werden offene Problemstellungen und Forschungsrichtungen im
Kontext Sicherheit von verteilten Berechnungsarchitekturen fiir vernetze Fahrzeugnetzwerke
diskutiert.
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1. INTRODUCTION

1 Introduction

“If we can dream it, we can do it”

Walt Disney

Connected vehicles will have a tremendous impact on tomorrow’s mobility solutions. Bil-
lions of vehicles will be processing and provisioning information in the network, forming a
heterogeneous vehicular network. In order to process the vast amount of the data collected and
used by future automotive applications, vehicular systems need to complement information
analysis performed by their built-in components, and aggregated and fusioned by cloud back-
ends or computing resources at the edge of the network. For example, such systems are able
to provide map and road condition updates in time. The communication infrastructure is ex-
pected to play a key role in supporting and enhancing automotive services, using both Vehicle-
to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communication.

However, when looking into today’s communication networks, it can be seen that they
work in terms of end-to-end communication. The interconnection of billions of devices poses
new opportunities but also introduces new challenges to the network. For example, the effi-
cient dissemination of data, especially when participants are characterized by a high degree of
mobility (e.g., vehicles, trains, etc.). Furthermore, it also challenges the network on different
levels such as network management by maintaining address changes while switching multi-
ple times between network Access Points (APs). This results in many handovers and frequent
changes of the data delivery routes.

Such development demands for new investigations working towards novel network tech-
nologies and paradigms to provide efficient data communication, especially in high dynamic
mobile networks!.

1.1 From Simple Vehicles to Vehicular IoT

The search for efficient mobility solutions to travel faster from A to B is driving humankind
since time immemorial. In 1885, the invention of the automobile, build in “production” has
started a success story through the last 100 years and had a revolutionary impact on subse-
quent mobility solutions.

While the development of the automobile was driven by efficient engines and increasing
the range in the beginning, it has changed over the years to invent systems to make the automo-
bile more safe and driving more comfortable. For example, noteworthy safety developments
are the seat belt (cf. [3]) or the air bag (cf. [4]) which decreased the number of fatal accidents
and passengers seriously injured. Examples of comfort-driven developments include the in-
vehicle air conditioning or the car radio.

In the last decades, the rapid development in information technologies has enabled mobile
devices and machines to be equipped with micro-controllers and transceivers to form cyber-
physical systems. As part of the the so-called Internet of Things (IoT), this also includes vehic-
ular systems. Equipped with different sensors and transceivers, connected vehicles are able to
offer and participate in information sharing among each other, infrastructure components and
cloud environments, by choosing from a variety of wireless networking technologies [5].

LThe content of this section is based on the published work in [1, 2]. Parts of it are extracted from these sources.
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An example for a vehicular system which evolved in the past decades are navigation sys-
tems. First introduced as stand-alone solutions which were added to the dashboard, the sys-
tems evolved as built-in components up to connected systems receiving information from ITS
stations, e.g., about traffic jams in near real-time.

The connectivity to the Internet offers cars and its passengers the possibility to participate
in many other services and applications. It enables in-vehicle and ex-vehicle services and ap-
plications to exchange information between other vehicles, pedestrians, or any other computer
system - also known as Vehicle-to-Everything (V2X) [5]. In general, upcoming vehicular appli-
cations can be clustered into different classes such as (i) connected infotainment - consuming
information for passengers (e.g. audio/video streaming or point of interests nearby), (ii) con-
nected driver assistance - consuming information about the vicinity such as road conditions
or the structure of the road network, as well as (iii) connected automated driving - consuming
information about surrounding vehicles, obstacles, hazards, or high detailed maps.

Networking vehicular systems to be able to exchange information with its surroundings is
expected to play an important role for upcoming automotive applications such as automated
driving and to further increase the safety and the comfort of passengers following the ideas
100 years ago.

1.2 Exemplary Use Cases

Use cases within the vehicular IoT can be separated into (i) safety-driven and (ii) comfort-driven
applications [6]. Examples for safety-driven applications are hazard and collision warnings -
notifying the driver about any hazardous or dangerous situations on the road ahead. Examples
for comfort-driven applications are traffic management and cooperative navigation — optimiz-
ing traffic flows or avoiding traffic jams, as well as infotainment applications — entertaining
passengers during the journey. While in the past decades, applications have been developed
constantly, the advent of automated driving has rapidly increased the development cycles to-
day. Looking into automated driving applications, it can be seen that they will heavily rely on
timely information sharing and receiving of computation results. For example, the retrieval of
information about traffic flows to optimize the traffic on the road and to avoid accidents. It is
expected that each car will generate approximately 4,000 Gigabytes of data per day?, a figure
that will undoubtfully challenge future networks.

Such upcoming vehicular systems will be equipped with sensors (e.g., front, rear, blind
spot cameras, radar systems, ultrasonic or brightness sensors) to monitor the environment.
Autonomous cars will communicate with each other as well as with infrastructure components
to share sensed information. Processing such big amounts of data by the vehicles themselves
may be impossible, while pushing everything up to the cloud requires excessive amounts of
bandwidth, but most importantly induces prohibitive round-trip latency [2].

The following subsections introduce two fictitious but realistic use case scenarios from the
automotive IoT and illustrate the limitations of today’s communication systems.

1.2.1 The Electronic Horizon

One early example of a connected vehicle application is the electronic horizon which is al-
ready being developed today. It describes a cloud based virtual sensor that computes an

2}:lttps ://newsroom.intel.com/editorials/krzanich-the-future-of-automated-driving/



1. INTRODUCTION

Figure 1.1: Exemplary illustration of the Electronic Horizon use case. The environmental model com-
puted by a function in the cloud contains a combination of personalized, popular and local
information. Such model can be downloaded by the car during the journey which allows
for new features and functions.

environmental model of the vicinity including map data, the vehicle’s mobility model as well
as additional data regarding the road ahead. The result is downloaded by the car during the
journey. Figure 1.1 illustrates the idea of the electronic horizon. For example, the vehicle uti-
lizes local data from in-vehicle systems such as the Adaptive Cruise Control (ACC) — a system
to regulate the vehicle’s speed according to vehicles ahead or speed limits, the Electronic Sta-
bility Program (ESP) — a system to detect and reduce loss of traction, or other equipped radar
and video systems as well as from external systems. Such data may include common (popular)
information such as topographical information, traffic infrastructure, traffic or hazard infor-
mation, geo-specific information such as available parking spots nearby as well as personalized
information such as driver’s preferences in food or the energy consumption level of the own
smart home [7].

Based on the fusion of all data in the cloud, an environmental model is computed by the
electronic horizon function providing a detailed preview of the road ahead. A vehicle can
download the model from the cloud during the journey and make use of the information,
for example for adaptive cruise (e.g. reduce velocity to catch next green light) and predictive
power-train control (e.g. gear up and down to reduce fuel or battery consumption), adaptive
navigation (e.g. based on the traffic ahead) or adaptive headlight adjustment (e.g. to spot to a
hazard). The model itself contains a combination of personalized, popular and local informa-
tion and is displayed to the driver individually such as the infotainment system or a head-up
display, depending on the driver’s needs and the visualization strategy of the car manufac-
turer.
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Limitations of Today’s Systems

Currently developed as a solution with cloud backends, there are several challenges for real-
izing the electronic horizon functionality in a large scale deployment:

e Traditional Cloud Processing: The fusion of data and computation of such a model re-
quires a high amount of computing power, however downloading the relatively large
model to the vehicle periodically during the journey dictates strict response deadlines.
Acceptable response delays can be as low as a few milliseconds. For those cases, sending
everything up to the cloud requires excessive amounts of bandwidth, but most impor-
tantly induces prohibitive round-trip latency [2].

¢ In-Vehicle Processing: The exchange of raw data between cars and an infrastructure
as well as the fusion of data within the car can be another option. However, in-vehicle
processing capabilities are restrained due to limited on-board compute capabilities®. Fur-
thermore, each vehicle has to gather and process the required information while gener-
ating its own environmental model. This leads to highly inefficient resource usage.

Key Challenges

The major requirement of the electronic horizon use case is the high degree of mobility. Par-
ticipants freely join and leave the network, while demanding for up tp date information of
the environmental model which needs to be downloaded periodically during the journey. Fur-
thermore, additional challenges are describe by other network aspects. For example, the access
to computational resources is required to process expensive operations such as the fusion of
large amounts of data produced, collected, received and processed in order to get the vital
information from several sources nearby. Furthermore, dealing with bandwidth and latency
limitations describe additional challenges to be addressed by the network. Finally, safety and
security aspects need to be also taken into account to ensure the functional safety of the ap-
plication (e.g., display a notification of a hazardous situation ahead) as well as to protect the
access of personalized data.

1.2.2 Community-based Sensing

Community-based sensing describes an interconnected use case scenario in which mobile as well
as stationary network participants use their built-in sensors, cameras and radar systems to
stream sensed data to the network, in order to achieve a common goal. In this case, a com-
munity can consist of one or more mobile nodes such as cars, buses or pedestrians as well es
stationary sensors for example placed at signals, or detection loops installed. Figure 1.2 illus-
trates the use case. For example, such information can be hazardous situations (e.g., red car in
Figure 1.2) or information about available parking spaces (e.g., sensed by ultrasonic sensors of
the green vehicle in Figure 1.2) in a certain geo-location.

Different in-vehicle and ex-vehicle automotive applications are able to consume and pro-
cess such information in order to create added value, for example a parking service can create
an environmental model of available spots nearby, which can be consulted by a vehicle (e.g.,
blue car in Figure 1.2).

3http ://www.nordsys.de/en/car2x-produkte-2.html
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Figure 1.2: Exemplary illustration of the community-based sensing use case. Mobile nodes such as cars,
buses or pedestrians as well es stationary sensors offer their data to be shared with others in
order to create added value.

Limitations of Today’s Systems

Currently, there are several challenges and limitations for realizing community-based sensing
functionality in a large scale deployment:

e Traditional Cloud Processing: All the sensed information needs to be streamed towards
centralized cloud backends in order to process the large amount of data. However, send-
ing all data from a large amount of devices requires excessive amounts of bandwidth,
and induces round-trip latency [2]. Furthermore, centralized cloud environments hin-
ders a fair access to data and services in the market, which will be crucial to create a
thriving economy of data [1].

e Direct Vehicle-to-Vehicle Communication: Another option is the introduction of direct
information exchange between nodes in the vicinity. While it is expected that small sen-
sor data can be transmitted in urban/rural areas, this is challenging for larger volumes
of data or in non-residential roads where vehicle are likely to move with speeds that
are prohibitive for direct communication (e.g., at motorways). Furthermore, finding the
right participant providing the information is challenging in today’s host-centric com-
munication networks.

e In-Vehicle Processing: Consuming and processing all the information from sensors in
the vicinity describes another option. However, in-vehicle processing capabilities are
restrained due to limited on-board compute capabilities* which are different between
the manufacturers and models.

4http ://www.nordsys.de/en/car2x-produkte-2.html
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Key Challenges

The major requirements of the community-based sensing use case is described by seamless in-
teroperability. In the use case, the variety of the communication and processing capabilities of
the participants — ranging from powerful cloud backends to small sensors — challenges interop-
erability between manufacturers and service providers. While interoperability is a challenge
for accessing information across each other, discovering the right node providing the desired
information is another challenging task, especially in host-centric driven networks. Moreover,
mobility and network aspects such as bandwidth and latency are also challenging in such a
decentralized use case environment. Finally, safety and security aspects need to be also ad-
dressed in the use case. Especially the question of who owns the data and is able to grant or
restrict access to data [8]. This includes the issue of who is allowed to give away, and hence po-
tentially, make profit from the information. This is especially challenging since such connected
applications may stretch across national borders.

1.3 Enabling Information-Centric Networking for Connected Vehi-
cles

In recent years, research activities in academia and industry have been working towards data-
oriented networking approaches to overcome the challenges set by the classic host-oriented
model. As one of the the potential paradigms, ICN has been identified to solve the issues set
by mobile and heterogeneous networks such as connected vehicles (e.g., [9, 10, 11]). Based on
a loosely coupled communication approach, the ICN paradigm separates data from its hosts.
Applications always address data and not hosts. ICNs replace the host-centric view of classic
networks with a content-centric paradigm. It is directly concerned about the data itself as the
principal entity for information dissemination. Instead of node names or node identifiers, ICN
works with naming schemes using content identifiers. Such identifiers provide access to data
directly achieving a loosely coupled communication model [12, 13]. Therefore, the paradigm
naturally facilitates in-network caching and processing as well as dealing with mobility.

Especially in mobile scenarios, the benefits of ICNs compared to host-centric networks
are significant. Figure 1.3 illustrates the results of the request to response ratio for a mobile
scenario (cf. Section 5.6 for the simulation setup) and describes the requesting effort at the
consumer side to receive a certain content object from the network. In the first scenario, vehic-
ular nodes send requests to a data server by establishing a dedicated end-to-end connection to
the server (in this case using the UDP/IP protocol). This results in delivering the same data
multiple times in the core network and a ratio value of 9.3% (low traffic) to 1.2% in higher
traffic volumes. As the number of communication participants sharing the same network re-
sources increases from low to high traffic volumes, the number of connections in the network
also increases and therefore, the load on network resources. This is reflected by the decreasing
values of the request to response ratio, while the number of participants increases. The results
in this setup illustrate the inefficiency of the host-centric paradigm regarding the network re-
sources in mobile scenarios. By changing the addressing scheme towards data, vehicles in the
second scenario query the network for data which are provided by a data server. If multiple
consumers are interested in the same data, ICN aggregates requests and supports multicast de-
livery intrinsically. As shown by the simulation results, ICN improves the request to response
ratio by using the available network resources more efficiently (12.2% in low to 10.8% in mid
traffic).
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Figure 1.3: Comparison of IP and ICN communication in a mobile scenario: As part of a motorway de-
ployment, vehicles request for data. As part of the UDP/IP scenario, each vehicle establishes
a dedicated end-to-end connection to the data server. Due to the loosely coupled commu-
nication model of ICNs, request aggregation and intrinsic multicast support increases the
request to response ratio. When caching is enabled at the network edge, the increased avail-
ability of data also increased the ratio and is promising to deal with the characteristics of
mobile scenarios.

In the third scenario, in-network caching is enabled at edge nodes (e.g., Road-Side Unit
(RSU) or cellular base stations along the road). Due to the loosely coupled communication
model, data can be replicated and stored multiple times in the network to increase its availabil-
ity. The results of the third scenario shows the potential of ICNs in mobile scenarios. Storing
data closer to consumer reduces the delivery time and increases the request to response ratio
up to 45% in mid traffic volumes.

In order to solve all the technical and socio-economic challenges described as part of the
exemplary use cases, this thesis is built on the vision of an open and distributed data market
place for future connected vehicle applications — a harmonized architectural design providing
dynamic access to data and services. The vision introduces a common space for information
exchange between different kinds of communication participants such as connected vehicle,
cloud infrastructures, third party service providers, and other devices from the IoT (cf. Fig-
ure 1.4). The goal of the market place is to provide an open data space in which every entity is
able to collect, provide and share data across the network, while every eligible entity is able to
participate and consume available data [1].

The glue layer of the market place is created using the Information-Centric Networking
paradigm. The capabilities such as the natural support of mobility and additional in-network
features are the main reasons for using ICN as the underlying network architecture in the mar-
ket place vision.
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Figure 1.4: An ICN-based platform serving heterogeneous IoT environments such as connected vehi-
cles.

As part of the vision, five different building blocks have been identified, in order to realize
such a system:

e Data Discovery: This building block realizes the identification of data within the dis-
tributed market place. It allows a participant to search for a specific information or data
sample and offers mechanisms to identify the meaning of data.

e Data Dissemination: This building block is in charge of transporting data packets be-
tween the participants of a distributed application. This includes forwarding strategies
especially for mobile consumers and producers as well as network management and
Quality of Service (QoS) demands.

e Data Caching: This building block provides mechanisms to deploy different caching
strategies. The main aspect of such mechanisms is to ensure a high degree of availability
of data and short retrieval times for consumers, while keeping the number of duplicates
at a manageable level.

e Data Security: This building block implements mechanisms in order to ensure data in-
tegrity as well as privacy of the participants.

e Access Control Management: This building block realizes a system that allows data
producers to define access policies and assign or withdraw access rights to specific par-
ticipants or groups. Furthermore, it implements mechanisms that ensure access to con-
sumers that are entitled.

As one of the building blocks, the in-network caching capabilities of ICNs have attracted
the attention of researchers in academia and industry to improve the performance of the net-
work. In-network caching describes a feature of a network architecture to store data closer to
the consumers. The advantages of supporting such feature are twofold:
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e decrease the traffic in the core: By caching data at multiple elements (e.g., at the edge of
the network), the traffic within the core network is decreased, instead of transferring all
requested data through the entire network.

e reduce response times: By caching data closer to consumers (e.g., at nodes in a certain
geo-area such as North America or Europe), the response times between requesting and
receiving a packet is reduced, while the quality of service for the consumer is improved.

In ICNSs, there are two kinds of caching mechanisms: (i) reactive caching and (ii) proactive
caching. Reactive caching mechanisms — a class of caching strategies which stores data at inter-
mediate nodes during delivery — have shown performance improvements by increasing the
availability of data closer to consumers (e.g., [14, 15, 16]). However, such strategies are not ef-
ficient for highly dynamic networks due to the fact that forwarding routes between the mobile
participants change constantly.

A promising solution for highly dynamic networks is proactive caching. It describes a class
of strategies taking action by placing a consumer’s anticipated content at the right network
nodes in time, before a request is sent by a consumer. As a result, proactive caching mecha-
nisms are able to reduce the latency of content retrieval, and thus, provide a certain degree of
quality for data delivery by reducing handover delays in WiFi and cellular networks (cf. [17]).
However, placing the right content at the right node in-time is a non-trivial task, since net-
work topology changes steadily in vehicular networks due to the high degree of mobility of
the communication participants.

1.4 Contributions of this thesis

This thesis will present the research done in the field of proactive content placement in data-
oriented connected vehicle environments, based on the exemplary use cases introduced in
Section 1.2 and the environment presented in Section 1.3.

All contributions in this thesis have been investigated, validated and evaluated in sophis-
ticated virtual environments as well as part of real world tests in small scale. In the following,
the main research questions are presented and the contributions of the thesis are outlined.

1.4.1 Main Research Questions

There are three main research questions addressed in this thesis. Each of the main questions
is separated into sub-questions which are used in this document to fulfill the overall research
topic.

Q1 What are the benefits of placing automotive data proactively in the network and closer
to consumers?
Q1.1 What kind of automotive data is beneficial to be cached proactively in the network?
Q1.2 Where do current networks (e.g. IP-based, ICN-based) fall short?

Q1.3 Can the availability of automotive data be increased when vehicles carry data pas-
sively through the network?
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Q2 How to place automotive data proactively in data-oriented connected vehicle networks?

Q2.1 What kind of network architectures are useful for proactive data placement?
Q2.2 How to identify where automotive data is needed?

Q2.3 How to actually place automotive data within network component caches?

Q3 What are security related implications when caching data proactively in data-oriented
connected vehicle networks?

Q3.1 What kind of security related challenges exist when introducing named data/func-
tions in connected vehicle environments?

Q3.2 How to restrict the access to automotive data which is placed proactively in the
network only for eligible users?

Q3.3 How can a (new) consumer access already cached automotive data in a non-trusted
distributed environment while being highly mobile?

The first block of research questions target the benefits of placing automotive data proac-
tively in the network. As a first step, the data classes worth to be stored close to the consumer
need to be identified by analyzing different automotive applications and their data traffic. As
a next step, the challenges of placing content in existing network architectures need to be an-
alyzed in both today’s host-centric as well as in data-oriented networks. The contributions of
this block of research questions have also been published in [18, 1, 2].

The second block of research questions target the mechanisms to place data at the edge of
the network. This includes the identification of where data is required in the network as well
as the consideration of different caching architectures for efficient placement in the network.
Based on the analysis of data-oriented network architectures, novel caching strategies are in-
troduced and evaluated against the state-of-the-art in both extensive simulations as well as
part of real world deployments. The contributions of this block of research questions have also
been published in [18, 19, 20].

The third block of research questions target security implications of placing automotive
data actively at the edge of the network. This includes the analysis of security related chal-
lenges in the context of data-oriented networks regarding connected vehicles. Especially, the
decentralized fashion of data-oriented networking architectures describe a challenge to deal
with access control of cached copies of data in the network. The contributions of this block of
research questions have also been published in [21, 22].

1.4.2 Contributions to fulfill the Research Questions

The contributions in this thesis are listed in the following paragraphs and in their order of
appearance in the manuscript. A detailed discussion of the fulfillment of the research questions
is presented in Chapter 9.

10
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ICN-based Open, Distributed Data Market Place for Connected Vehicles: Challenges and
Research Directions

The paper introduces the vision of a open distributed market place running the ICN paradigm
as the underlying network layer. Based on the introduction of different automotive use cases,
the current challenges and research directions have been identified and discussed compared
to the state-of-the-art literature.

The vision of the unified platform for connected vehicles has been published at the work-
shop of Convergent Internet of Things in the proceedings of the IEEE International Confer-
ence on Communications, May 2017. The paper was authored by D. Grewe and co-authored
by M. Wagner and H. Frey. The content of the paper is used in Section 1.2 and Section 1.3
to introduce automotive use cases and to highlight open challenges in the research area of
information-centric networks.

Information-Centric Mobile Edge Computing for Connected Vehicle Environments: Chal-
lenges and Research Directions

The paper introduces the mobile edge computing paradigm in conjunction with the information-
centric networking paradigm. Based on a detailed futuristic vehicular scenario — Electronic
Horizon — open challenges and research direction towards information-centric networking for
connected vehicles are presented and discussed in detail.

The paper has been published at the workshop on Mobile Edge Communications in the
proceedings of the ACM SIGCOMM conference, August 2017. The paper was authored by D.
Grewe and co-authored by M. Wagner, M. Arumaithurai (University of Goettingen), I. Psaras
(University College London) and D. Kutscher (Huawei Germany). The open challenges and
research directions discussed in the paper are used in Section 1.2.

A domain-specific Comparison of Information-Centric Networking Architectures for Con-
nected Vehicles

The article provides a detailed examination of the different available ICN approaches regard-
ing the specific requirements of connected vehicles. While some preliminary publications
showed the principal applicability of particular ICN architectures in vehicular ad-hoc net-
works, a detailed comparison has not been conducted yet. The article closes the gap by dis-
cussing and comparing the available ICN architectures in an automotive context and identifies
open research questions in ICN.

The results of the survey are published in the IEEE Communications Survey and Tutorials
Journal, May 2018. The article was authored by D. Grewe and co-authored by M. Wagner and
H. Frey. The content of the paper is used in Chapter 4.

PeRCelVE: Proactive Caching for ICN-based VANETs

The work in this paper introduces a proactive caching approach for information-centric vehic-
ular networks. The approach shows that a directed placement of personalized, transient, large
data will improve the performance of the network by distributing the content with a minimal
number of replicas one-hop away from the consumer.

11
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The results of the paper are published in the proceedings of the IEEE Vehicle Networking
Conference, December 2016. The paper was authored by D. Grewe and co-authored by M.
Wagner and H. Frey. The content of the paper is used in Section 5.3.

ADePt: Adaptive Distributed Content Prefetching for Information-Centric Connected Ve-
hicles

In this paper, an adaptive decentralized prefetching mechanism for ICNs in vehicular scenarios
is proposed and evaluated. By placing relevant data in caches near to consumers proactively,
the overall service quality and delivery rate in the network is improved. The algorithm is
evaluated using simulation based on a real V2X motorway testbed in Austria.

The results of the paper are published in the proceedings of the IEEE Vehicular Technology
Conference Spring, June 2018. The paper was authored by D. Grewe and co-authored by M.
Wagner, S. Schildt and H. Frey. The content of the paper is used in Section 5.4.

A Real World Information-Centric Connected Vehicle Testbed supporting ETSI ITS-G5

This paper proposes an architectural concept in which ICN and the inter-vehicle communica-
tion system ETSI ITS-G5 (based on IEEE 802.11p) coexist and complement each other. Based
on the OpenC2X open source platform, a prototype implementation is introduced and verified
within a real world deployment. The concept and its implementation were jointly derived by
A. Tan, D. Grewe, M. Wagner and O. Parzhuber in the course of A. Tan’s Bachelor’s thesis:

A. Tan: “Prototype Implementation of a Wireless Vehicular Information-Centric Testbed,”
Bachelor’s thesis, University of Applied Science Munich, Germany, Feb. 2018.

The thesis was supervised by D. Grewe and M. Wagner. The results of the thesis are pub-
lished in the proceedings of the European Conference of Networks and Communication, June
2018. The paper was authored by D. Grewe and co-authored by A. Tan, M. Wagner, S. Schildt
and H. Frey. The concept and its implementation is used in Section 5.8.

Caching-as-a-Service in Virtualized Caches for Information-Centric Connected Vehicle En-
vironments

In today’s networks, intermittent connectivity caused by sparse network deployments and
the movement of vehicles as well as the end-to-end (host-centric) communication model chal-
lenge efficient data dissemination in connected vehicle environments. The loosely coupled
communication model as well as the in-network caching capabilities of ICN are promising to
overcome the challenges of future connected vehicle environments. In ICNs, mobile nodes are
able to store and carry data items into areas not covered by the communication network. This
paper proposes the concept of virtual cache areas in which nodes can carry and exchange cached
data items on demand.

The results of the paper are published in the proceedings of the IEEE Vehicular Networking
Conference, December 2018. The paper was authored by D. Grewe and co-authored by M.
Wagner, H. Frey, S. Schildt, and M. Arumaithurai (University of Goettingen). The content of
the paper is used in Section 6.

12
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Resolutions Strategies for Networking the IoT at the Edge via Named Functions

Named Function Networking is an extension for ICN to support the execution of in-network
computations. While the networking paradigm was originally designed for computer centers
for big data processing, it evolves to be deployed toward edge computing scenarios including
connected vehicle environments. In this paper, resolution strategies to execute named func-
tions are investigated and novel approaches for the constrained IoT such as small sensors and
connected vehicles are proposed.

The results of the paper are published in the workshop on Edge Computing in the Proceed-
ings of the IEEE Consumer Communications & Networking Conference, January 2018. The
paper was authored by C. Scherb, D. Grewe and co-authored by M. Wagner and C. Tschudin
(University of Basel). The concept and its results are used in Section 7.

A Network Stack for Computation-Centric Vehicular Networking

Based on the Named Function Networking principles, a network stack for the data exchange in
the automotive [oT is presented as part of a prototype implementation. While the networking
paradigm was originally designed for computer centers for big data processing, it evolves to
be deployed toward edge computing scenarios including connected vehicle environments. In
this paper, a prototype implementation is presented using real world experiments on a test
course.

The results of have been presented as part of a demonstration at the ACM Conference of
Information-Centric Networking in Boston, U.S.A., September 2018. The implementation was
done in conjunction with D. Grewe, C. Marxer, C. Scherb (University of Basel). The demonstra-
tion abstract was authored by D. Grewe and co-authored by C. Marxer, C. Scherb, M. Wagner
and C. Tschudin (University of Basel). The concept an its results are used in Section 7.

EnCIRCLE: Encryption-based Access Control for Information-Centric Connected Vehicles

This work introduces an encryption-based access control mechanism for information-centric
connected vehicles. It provides access control and other security features in ICN-based IoT
systems and is applied to a vehicular system, which is especially challenging due to mobile
and intermittently connected network participants. The concept and its results were jointly
derived by P. Rao, D. Grewe and M. Wagner in the course of P. Rao’s Master’s thesis:

P. Rao: “Security Evaluation and Concept Definition for an ICN-based Data Market Place
for Connected Vehicles,” Master’s thesis, University of Applied Science Esslingen, Ger-
many, Feb. 2017.

The thesis was supervised by D. Grewe and M. Wagner. The results of the thesis are pub-
lished in the proceedings of the International Conference Network of the Future, November
2017. The paper was authored by D. Grewe and co-authored by P. Rao, M. Wagner, S. Schildt,
D. Schoop, and H. Frey. The concept and its results are used in Section 8.2.

13
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Open Security Issues for Edge Named Function Environments

This work introduces open security issues for in-network function execution at the edge of an
information-centric network. Based on a use case from automotive IoT, security challenges are
identified and different options to tackle these challenges are discussed in detail. The chal-
lenges and open issues were jointly derived by M. Krol, C. Marxer and D. Grewe as part of
a GI Dagstuhl seminar and in conjunction with I. Psaras and C. Tschudin. The use case and
its challenges regarding security issues in named function environments are authored by D.
Grewe.

The work is published in the special issue of “Information-Centric Network Security” of the
IEEE Communciations Magazine, November 2018. The open issues and derived challenges are
used in Section 8.3.
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1.5 Outline

Chapter 2 introduces the fundamental concepts of connected vehicle environments by provid-
ing an overview of available architectures and standards around the globe. One of the main
objectives of this chapter are the presentation of wireless automotive communication standards
as well as an outlook of upcoming technologies and networking paradigms.

A general overview on data-oriented networking and caching principles is presented in
Chapter 3. The first part of the chapter provides a high level overview of networking princi-
ples such as Content-Delivery, Delay-Tolerant, Information-Centric, and Computation-Centric
Networks. The second part of the chapter presents a taxonomy of caching and prefetching
techniques.

Chapter 4 provides a systematic and comprehensive survey of information-centric net-
working architectures based on the requirements derived from automotive use cases intro-
duced in Chapter 1. The scope of the survey is limited to the features directly provided by
existing ICN architectures, while modifications and extensions are not considered. Further-
more, a state-of-the-art analysis of caching techniques in ICN in the context of mobile systems
is presented.

Chapter 5 proposes ICN as a potential solution to increase the availability of data by using
proactive caching techniques. Based on the introduction of the mobile node delivery problem,
three novel proactive caching strategies are presented and evaluated using simulations based
on a real world network deployment. Furthermore, a network stack supporting ICN for infor-
mation exchange is presented as part of a prototype implementation using real hardware.

By using mobile nodes as data carriers into areas not covered by infrastructure node de-
ployment, models to assess the potential of in-network caching in such environments are
presented in Chapter 6. The concept of virtual cache areas in information-centric connected
vehicle environment is presented and evaluated by using simulations based on a real world
network deployment.

Instead of serving static data, the computation-centric networking paradigm provides ac-
cess to dynamic computed results. Chapter 7 provides a discussion and elaboration of enhanc-
ing ICN towards the effective provisioning of data using principles from the computation-
centric networking domain. First, the limitations of the Named-Function Networking ap-
proach in vehicular networks are presented, followed by novel resolution strategies to access
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cached computation results. These theoretical results have been elaborated as part of a proto-
type implementation using real hardware.

When storing content actively in the network, security implications have to be considered.
Chapter 8 provides an analysis of security challenges with respect to cached objects and in-
troduces a novel access control mechanisms for information-centric connected vehicles. The
chapter ends with a discussion on security challenges for in-network function execution in
computation-centric vehicular networks.

Finally, Chapter 9 concludes the thesis. It provides a discussion to which extent the intro-
duced research questions are answered by the presented contributions. The chapter ends by
providing an outlook on future perspectives and research directions.

16



2. CONNECTED VEHICLE ENVIRONMENTS

2 Connected Vehicle Environments

Today, progress happens so fast that
even as one person declares that
something is totally impossible, another
interrupts them to say that he has
already done it.

Albert Einstein

Connected vehicle systems will heavily rely on on-time information exchange. One exam-
ple is the introduction of connected automated driving demanding information such as real-
time maps or street conditions. Communication systems will play an important role to realize
connected vehicle environments, to fulfill the challenges and requirements of future applica-
tions and use cases. This chapter will provide an overview of networking architectures for
connected vehicle environments with a special focus on wireless communication technologies
and standards.

2.1 Cooperative Intelligent Transportation Systems

Equipping mobile systems (e.g., vehicles) with communication units enables new opportu-
nities for transportation systems in general. Intelligent Transportation Systems (ITS) aim to
harmonize the operation of vehicles, for example, a collision avoidance system by notifying
drivers about a hazardous situation ahead. In the past decade, ITS evolved towards Coop-
erative Intelligent Transportation Systems (C-ITS). It describes a new generation of intelligent
transportation systems, using communication units to operate between each other and other C-
ITS systems in a distributed fashion. Figure 2.1 illustrates an intelligent transportation system.
Vehicles such as buses, cars, or trains exchange information with an infrastructure managing
the traffic flow or operating the balance of parking lots at a bus terminal.

Participants in such transportation systems are characterized by mobility. In such envi-
ronments, wireless communication systems are essential to consume, process and share infor-
mation, for example to manage traffic flows, avoid hazardous situations, assist drivers with
additional information as well as provide comfort-driven applications for passengers during
the journey. The main objectives of C-ITS are improving safety, efficiency and comfort for
passengers and the surrounding vicinity [23].

Use cases within C-ITS can be separated into (i) safety-driven and (ii) comfort-driven appli-
cations [6]. Examples for safety-driven applications are hazard and collision warnings — no-
tifying the driver about any hazardous or dangerous situations on the road ahead. Examples
for comfort-driven applications are traffic management and cooperative navigation — optimiz-
ing traffic flows or avoiding traffic jams, as well as infotainment applications — entertaining
passengers during the journey.

2.2 Architecture Principles in Connected Vehicle Environments

The operational picture of the automobile has evolved with the rapid development of techno-
logical progress as well as the consumption behavior of travelers. The demand of new services
is increasing with the technological advancements in the fields of micro-controllers and mobile
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Figure 2.1: Illustration of an intelligent transportation system. Vehicles are able to exchange informa-
tion with each other and an infrastructure in order to harmonize the operation of vehicles
(source: Bosch Mediaspace [24]).

communication. An example of the technical evolution in the automotive domain are naviga-
tion systems. First available as built-in devices, followed by a decade as additional external
devices, they are now available again as built-in services in today’s in-vehicle infotainment
system while consuming up to date information from cloud services.

While it is to be expected, that automotive services will vary in their use cases, the equip-
ment, such as sensors used or the communication technologies available, there are common
denominators:

e Mobility: Participants of such networked system are characterized by a high degree of
mobility freely join and leave the network during the journey.

e Data Dissemination: Dissemination of data is obtained across different network partic-
ipants (e.g., infrastructure components) using several wireless communication technolo-
gies simultaneously.

Academic and industrial activities have shown a trend towards heterogeneous vehicular net-
works in networking connected vehicles. In such network systems, nodes are able to commu-
nicate with each other by choosing from a variety of wireless networking technologies such as
cellular or Dedicated Short Range Communication (DSRC). As a result, Vehicular ad-hoc Net-
working (VANET) enables new communication relations between a communication enabled
vehicle and other network participants. V2X incorporates numerous types of communication
categories. Figure 2.2 illustrates the different vehicular communication categories exemplary.
For example, information exchange between a vehicle and other vehicles, cloud infrastruc-
tures or other nodes in the vicinity. These relations can be categorized into the following sub-
domains:
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Figure 2.2: Exemplary illustration of the different vehicular communication categories, namely vehicle-
to-cloud (V2C), vehicle-to-infrastructure (V2I), and vehicle-to-vehicle (V2V) communica-
tion.

e Vehicle-To-Vehicle (V2V): Vehicular applications exchange information between other
vehicles in close vicinity. It includes safety-driven use cases such as collision warnings,
or optimization-driven use cases such as traffic flow optimization or platooning.

¢ Vehicle-To-Infrastructure (V2I): Information is exchanged between vehicle and roadway
infrastructure components in the vicinity. It includes sensors providing information such
as the current traffic situation, accidents or hazardous situations, or the road conditions
ahead. Such information is used for safety purposes as well as to optimize the traffic flow
(e.g., in urban areas) or to increase fuel economy.

e Vehicle-To-Cloud (V2C): Applications communicate with in-vehicle components and
services hosted in a cloud backend infrastructure. Examples for such cloud infrastruc-
tures can be public available cloud service providers (e.g., Amazon AWS [25] or Microsoft
Azure [26]) or dedicated on-premises solutions at the application providers such as the
car manufacturer (e.g., BMW) or third-party service providers (e.g., Google or Bosch).

e Vehicle-To-Pedestrian (V2P): To increase the safety by preventing situations in which
pedestrians get seriously injured, information is exchanged between vehicles and a broad
set of road users including walking people, cyclists or passengers embarking and disem-
barking buses.

For each of the introduced communication sub-domains, different network access tech-
nologies and standards have evolved in the past decades. Two popular technologies include
cellular and IEEE 802.11 (also known as: WLAN) communication standards, which will be
introduced and described in detail in the following subsections.

2.3 Wireless Communication Technologies in Connected Vehicle En-
vironments

Over the past decades, different wireless access technologies have been proposed and investi-
gated towards C-ITS providing enhanced connectivity for vehicles. As a result, two
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wireless communication technologies are considered for interconnecting vehicular nodes with
each other: cellular-based and WLAN-based communication technologies.

2.3.1 Cellular communication

Cellular wireless communication technologies are well established in the market. First intro-
duced to connect mobile user devices and to share voice information, cellular networks have
evolved towards efficient data sharing from generation to generation. Since its third genera-
tion (3G), cellular networks are also considered for vehicular communication [27].

Universal Mobile Telecommunication System (3G)

In the past decades, standardization of cellular telecommunications technologies were driven
by the 3rd Generation Partnership Project (3GPP). In 1998, several telecommunication stan-
dards organizations around the globe started to collaborate together as part of the partnership
project to work towards a global standard of cellular telecommunication technologies [28]. In
1999, the project released the first document of the third generation called Universal Mobile
Telecommunication System (UMTS). The main goals of the 3GPP for the third generation were
to optimize mobile networks towards broadband services and to improve the network connec-
tivity. An important development in 3G was the implementation of Wideband Code Division
Multiple Access (WCDMA) channel access method to increase the available bandwidth. In
WCDMA, both methods Frequency Division Duplex (FDD) and Time Division Duplex (TDD)
variants are supported. Table 2.1 illustrates the characteristics of UMTS such as the frequency
bands and channel width used.

Since the release 5 and 6 [29] and the introduction of high-speed (uplink/downlink) packet
access (HSxPA), cellular technologies are of interest for data communication in vehicular net-
works. While the development of UMTS and the enhancements such as HSxPA had a large
impact on consuming information on mobile user device, 3G was not used for vehicular net-
works. One of the major requirements such as low latency communication were not possible
in 3G networks.

Long Term Evolution (4G)

Long Term Evolution (LTE), and more specific Long Term Evolution Advanced (LTE-A), de-
fines the fourth generation of cellular telecommunications standards. First parts of the new
generation were released in 2006 and 2008 in Release 8/9 [29]. Due to the success of the 3rd
generation for human mobile users, the main objectives of LTE was to deliver more capacity
for faster mobile broadband experience and as an enabler of cellular technologies to new fron-
tiers. The main development in LTE and the enhancement LTE-A were the introduction of a
new channel access method (OFDMA) including wider channels (up to 20MHz), the simulta-
neous support of multiple antennas, a simplified core network, as well as a reduction of latency
times for both user and control plane. Especially the improvements regarding lower latency
values, led to the fact that LTE and the enhancement LTE-A were considered for vehicular
networking (e.g., [30]).
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Table 2.1: Cellular-based communication technologies and their characteristics [31, 32].

Feature UMTS LTE-(A) LTE-V
1.8-2.02GHz, 700/800MHz,
Frequency band(s) 2.11-2.2 GHz 21232635GH, 0GH? (planned)
Channel width 5MHz 14,5,10,15,20MHz 10MHz
Bit rate 384Kbit/s - 42Mbit/s  50Mbit/s - 1Gbit/s 1.15-17.71Mbit/s
Radio resources WCDMA OFDM SC-FDMA
Release 1999 2006/2008 2016

Long Term Evolution Vehicle (LTE-V): In release 14 [29], the 3GPP published the first stan-
dard of cellular assisted vehicular networking to support V2X communication for upcoming
vehicular applications. The standard introduces a new network interface (called PC5) address-
ing high node velocity and high node density. Additionally, two new communication modes
are introduced for V2X (cf. [31]) and V2V (cf. [32]) communication: (i) mode 3 — infrastruc-
ture assisted mode to manage the resources for V2X —, and (ii) mode 4 — an ad-hoc mode for
V2V to operate in cellular uncovered areas. Table 2.1 illustrates the cellular telecommunica-
tion standards and their characteristics. LTE-V is in direct competition to the WLAN-based
communication technologies such as the IEEE 802.11p access technology (e.g., [33]).

2.3.2 WLAN-based communication technology

Dedicated Short Range Communication (DSRC) describes a class of communication variants
based on the IEEE 802.11 (also known as wireless local area network - WLAN) specification
in unlicensed spectrum. The overall WLAN standard itself describes a superset of several
amendments, established by the IEEE. More specific, IEEE 802.11 is separated into several
subsets, defining how wireless devices can interconnect with each other.

Regarding DSRC, it need to be distinguished between several variants available around the
globe [6, 34]:

e North America: an ITS communication stack is available, standardized by the IEEE as
IEEE 1609 protocol suite - also known as the WAVE protocol suite (cf. 2.4.1).

e Europe: an ITS communication stack is available, standardized by the European Telecom-
munications Standardization Institute (ETSI) as ETSI ITS-G5 protocol stack of the 5th
generation (cf. 2.4.2).

e Japan: an ITS communication stack is available, standardized by the Association of Radio
Industries and Businesses (ARIB)

All DSRC variants have one thing in common: they all use the same physical layer — IEEE
802.11p [35]. The basis for this technology is created in the IEEE 802.11a [36] standard - well
known from the WLAN used at home. However, the amendment has been modified to meet
the requirements of vehicular networks such as the extremely short latency requirements for
road safety messaging and control. Table 2.2 provides an overview of available vehicular
WLAN-based standards. While the standards in North America and Europe are based on
the IEEE 802.11p OCB mode (OCB = Out of the Context of a BSS) access layer operating in
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Table 2.2: WLAN-based communication technologies and their characteristics [35, 37].

Feature North America & Europe Japan

Physical Layer IEEE 802.11p IEEE 802.11p
MAC layer IEEE 802.11p OCB ARIB STD-T109
Frequency band(s) ~ 5.9GHz ~ 700MHz

Channel width 10MHz 9MHz

Bit rate 6Mb/s 5-10Mb/s
Radio resources CSMA/CA CSMA/CA | TDMA

Release 2010 2012

the 5.9 GHz frequency band, Japan standardized the ARIB STD-T109 access layer [37] — an
adapted layer in the 700 MHz frequency band which uses both carrier-sense (CSMA/CA) and
time-slotted (TDMA) access in parallel. For example, vehicles supporting the standard are able
to communicate ad-hoc between each other, without the need of an infrastructure component
as management unit such as a base station.

In summary, there are different wireless access and physical layer technologies available
to enable inter-vehicular information exchange. These access technologies are used by higher
layers, e.g., network protocol stacks to realize the actual information exchange.

2.4 Network Protocol Stacks for Connected Vehicles

As a part of a standardized network architecture for C-ITS, communication protocol stacks
are required to actually exchange information across different nodes in an C-ITS. The most
relevant WLAN-based protocol stacks used in North America — the IEEE 1609 protocol suite,
and the European stack European Telecommunications Standards Institute (ETSI) ITS-G5 are
presented in the subsequent sections.

2.4.1 IEEE 1609 - Wireless Access for Vehicular Environments (WAVE) Protocol Suite

In North America, IEEE 1609 protocol suite describes the de facto standard for V2X commu-
nication. It is also known as the Wireless Access for Vehicular Environments (WAVE) protocol
suite [38]. WAVE is based on the IEEE 802.11p OCB (cf. 2.3.2) access layer technology and con-
sists of a set of standards for secure message and service information exchange in vehicular
communication systems. A list of the most important parts of the protocol suite includes:

e IEEE 1609.2: standard for secure information exchange between services and applica-
tions.

e IEEE 1609.3: standard for networking services including the WAVE Service Advertise-
ment (WSA) and WAVE Short Message Protocol (WSMP) specifically designed for V2X
communications.

e IEEE 1609.4: standard for multi-channel operation within the WAVE suite.

e IEEE 1609.11: standard for electronic payment via over-the-air for ITS.
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Figure 2.3: Illustration of the IEEE 1609 protocol suite for wireless access for vehicular environments
(WAVE) based on [38].

Figure 2.3 illustrates the structure of the IEEE 1609 protocol suite. It is separated into two
planes: (i) the management plane - providing mechanisms to manage and secure the informa-
tion exchange, and (ii) the data plane - providing mechanisms to exchange messages between
the vehicular applications. As part of the data plane, information exchange is realized us-
ing communication channels. WAVE standardizes two types of channels: a control channel
(CCH) - dedicated for short, high-priority, data and management messages using broadcast
communication, and a service channel (SCH) - for application specific information exchange us-
ing backchannel communication. While CCH messages only allow transmissions based on the
WSMP protocol, SCH messages can be transmitted using both IP-based communication (here:
IPv6 standard) as well as WSMP [38].

2.4.2 ETSI Intelligent Transportation System Generation 5

Besides the standardization of an ITS architecture for Europe, the ETSI also standardized a
protocol stack for the 5th generation of intelligent transportation systems. The protocol stack
defines four horizontal layers — required to support ITS applications and the underlying fea-
tures such as the access technology or the communication protocol used, and two vertical lay-
ers — one for managing the stack instance and the other providing security features. Figure 2.4
illustrates the structure of the ETSI ITS-G5 station protocol stack [39].

e ITS access layer: provides various number of medium access technologies for the phys-
ical and data link layers of the stack. For example, it includes wireless communication
technologies such as WiFi, cellular, Bluetooth, Global Positioning Service (GPS), but is
extensible to the needs within an operated ITS.

e ITS networking layer: provides network and transport protocols to be able to exchange
information across other ITS stations, other network nodes and the core network (e.g.,
the Internet). The layer is separated in two parts: transport specific protocols such as the
Internet Protocol (IP) (version 4 and 6) or the GeoNetworking protocol and related higher
layer transport protocols such as the Transmission Control Protocol (TCP) or Cooperative
Awareness Messages (CAM) respectively.
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Figure 2.4: Illustration of the station protocol stack and its layers for the 5th generation of intelli-
gent transportation systems of the European Telecommunications Standards Institute based
on [39].

o ITS facilities layer: provides common functions to support and assist ITS applications.
For example, it includes functions for session and message handling, management of ser-
vices running on the ITS node, as well as data structures to store, aggregate or maintain
data.

e ITS applications layer: provides functions to execute safety-critical and comfort-driven
ITS applications.

¢ ITS management layer: provides functions to configure and manage an instance of an
ITS station node. It also includes the functions to exchange information across other
layers in the protocol stack.

e ITS security layer: provide security features such as identity management, privacy fea-
tures, as well as security features such as tamper-proof hardware support, firewalls, etc.

Similar to the WAVE protocol suite, the ITS-G5 stack provides control and service channels
for the exchange of information. As part of the stack, one CCH is used for management of high-
priority message exchange, while seven SCH are offered by the stack to exchange application
specific information [40]. The stack specified by ETSI is designed to be deployed on every ITS
node including in-vehicle and infrastructure nodes.

2.5 Upcoming Technologies for Connected Vehicle Environments

In the past decade, several new communication technologies and networking paradigm have
been announced and are under development. The following subsection briefly introduce the
emerging technologies which are of interest for upcoming vehicular networks.

2.5.1 Next Generation Wireless Communication Standards

While LTE-V (cf. Section 2.3.1) has been introduced recently, the development of the next gen-
eration of cellular telecommunication standards is already being pursued by the
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standardization organizations. Release 16, which has been published recently, includes first
parts of the upcoming 5th generation (5G) of cellular mobile communication systems [29].
However, it is still under active development. Key aspects of the next generation are (i) max-
imized bandwidth - allows for higher data rates, (ii) ultra low latency - enables fast exchange
of time-sensitive data in wireless networks, as well as (iii) massive machine-to-machine com-
munication - supports the integration of a tremendous number of machines into the cellular
picture (e.g., [41]). These key aspects, especially the low latency support, are also crucial for
upcoming connected vehicles, e.g., for automated driving. In 2016, several industry partners
founded the 5G Automotive Association (5GAA) to bring 5G solutions to future mobility and
transportation service [42].

Regarding WLAN-based systems, the European Electronic Communications Committee
(ECC) analyzed the options of enhancing the frequency band used for future ITS in 2009. Ac-
cording to the report ECC (09)01 [43], the committee proposes to use the 63-64GHz frequency
band as an amendment to the already reserved 5.9GHz band in European countries.

Cloudification of Vehicle Environments

The rapid development in computing resources as well as software frameworks and platforms
has created new opportunities in servicing computational resources. Cloud Computing (CC)
defines a paradigm in which all available resources of a data center, including hardware and
software, are offered as a service to host, operate and manage Internet services (cf. [44]). For
example, service providers which use a cloud infrastructure are able to pay for the use of
hardware and software resources on demand, instead of deploying and maintaining their own
infrastructure.

This development has also an impact for services in vehicle environments. For example,
CC is used to receive information from the cloud such as firmware or software updates for
in-vehicle components, or to receive on demand traffic update information. Furthermore, the
cloud offers the option to offload computation intensive operations to the cloud for which in-
vehicle hardware is not capable of computing the result in time (e.g., as stated in the electronic
horizon example in Chapter 1.2.1).
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