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Kurzfassung

Autonome Systeme, wie Roboter, sind bereits Teil unseres täglihen Lebens.

Eine Sahe, in der Menshen diesen Mashinen überlegen sind, ist die Fähig-

keit, auf sein Gegenüber angemessen zu reagieren. Dies besteht niht nur aus der

Fähigkeit zu hören, was eine Person sagt, sondern auh daraus, ihre Mimik zu

erkennen und zu interpretieren.

In dieser Bahelorarbeit wird ein System entwikelt, welhes automatish Ge-

sihtsausdrüke erkennt und einer Emotion zuordnet. Das System arbeitet mit

statishen Bildern und benutzt merkmalsbasierte Methoden zur Beshreibung von

Gesihtsdaten. In dieser Arbeit werden gebräuhlihe Shritte analysiert und ak-

tuelle Methoden vorgestellt.

Das beshriebene System basiert auf 2D-Merkmalen. Diese Merkmale werden

im Gesiht detektiert. Ein neutraler Gesihtsausdruk wird niht als Referenzbild

benötigt. Das System extrahiert zwei Arten von Gesihtsparametern. Zum einen

sind es Distanzen, die zwishen den Merkmalspunkten liegen. Zum anderen sind es

Winkel, die zwishen den Linien liegen, die die Merkmalspunkte verbinden. Beide

Arten von Parametern werden implementiert und getestet. Der Parametertyp, der

die besten Ergebnisse liefert, wird shlieÿlih in dem System benutzt.

Eine Support Vetor Mahine (SVM) mit mehreren Klassen klassi�ziert die

Parameter. Das Ergebnis sind Kennzeihen von Ation Units des Faial Ation

Coding Systems (FACS). Diese Kennzeihen werden einer Gesihtsemotion zuge-

ordnet. Diese Arbeit befasst sih mit den sehs Basis-Gesihtsausdrüken (glük-

lih, überrasht, traurig, ängstlih, wütend und angeekelt) plus dem neutralen

Gesihtsausdruk.

Das vorgestellte System wird in C++ implementiert und an das Robot Opera-

ting System (ROS) angebunden.
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Abstrat

Autonomous systems suh as robots already are part of our daily life.

In ontrast to these mahines, humans an reat appropriately to their ounter-

parts. People an hear and interpret human speeh, and interpret faial expressions

of other people.

This thesis presents a system for automati faial expression reognition with

emotion mapping. The system is image-based and employs feature-based feature

extration. This thesis analyzes the ommon steps of an emotion reognition

system and presents state-of-the-art methods.

The approah presented is based on 2D features. These features are deteted

in the fae. No neutral fae is needed as referene. The system extrats two

types of faial parameters. The �rst type onsists of distanes between the feature

points. The seond type omprises angles between lines onneting the feature

points. Both types of parameters are implemented and tested. The parameters

whih provide the best results for expression reognition are used to ompare the

system with state-of-the-art approahes.

A multi-lass Support Vetor Mahine lassi�es the parameters. The results

are odes of Ation Units of the Faial Ation Coding System. These odes are

mapped to a faial emotion. This thesis addresses the six basi emotions (happy,

surprised, sad, fearful, angry, and disgusted) plus the neutral faial expression.

The system presented is implemented in C++ and is provided with an interfae

to the Robot Operating System (ROS).
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Chapter 1

Introdution

A system apable of automati faial expression reognition ould be used in all

aspets of our daily lives. Mahines would have the skill to reognize our behav-

ior in ertain situations. This is useful for assisting systems in ars, games and

animation, psyhology, health are, robotis, and in all other assisting systems.

A system whih helps the robot to understand and reat to human emotions is

required espeially in servie robotis. Human-omputer interation (HCI) inter-

faes are designed to interat more instintively, and with the fous on the human.

Zeng et al. [ZPRH09℄ alled this A�etive Computing. They onduted a survey

of a�et reognition methods and their use in HCI. With the skill of emotion reog-

nition, a HCI interfae an be ontrolled even more instintively. Faial expression

reognition is a great extension to all of the aforementioned assisting systems. In

work with handiapped people, a omputer ould reat to di�erent emotions. For

example, a smile ould be a double-lik on an item. People ould say yes and

no by means of a happy or angry faial expression. In addition, a servie robot

ould reognize if something is wrong with its owner and if he does not feel well.

With this ability, the robot is able to help its owner aording to his needs. A fully

automati system is required beause the user should not need to be an expert in

order to use it. The system has to work robustly and without any human support.

Hene, this thesis develops a fully automati reognition system. It should be easy

to use and easy to embed in existing systems. Another important fator is the

objetivity of the faial expression reognition. The system should not depend on

ulture, age or gender [TKC05, KCT00℄. To ahieve this goal, the Faial Ation

Coding System (FACS) is used as a basis.

The system presented deals with the six basi emotions. Reognizing faial

expressions does not impliate reognizing emotions. Faial expressions are only

one part of nonverbal ommuniation [TKC05℄. Emotions involve the whole human

being, more than just faial expressions, for example gesture, pose, gaze diretion,

1
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and voie [TKC05, FL03℄. For purposes of simpli�ation, this thesis desribes

emotions resulting only from faial expressions.

Posed expressions are easier to reognize and it is di�ult to �nd a presentable

database with non-posed expressions [Bet12, TKC05℄. For this reason, this thesis

examines posed expression reognition.

The system presented is developed to work without the neutral fae as a refer-

ene image. No training step before emotion reognition is needed. Thereby, the

system behaves eonomially in terms of memory and omputation time.

The outline of this thesis is as follows. Chapter 2 presents two types of faial

features and further information about FACS. Chapter 3 desribes the basi stru-

ture of a faial expression reognition system (FERS) and lists related solution

methods for every step. The �rst part of eah Setion desribes why this step

is important and neessary for further adaptation. The next parts explain basi

methods for this step and their urrent use in related work. Eah Setion onludes

with advantages and disadvantages of the methods presented. Detailed informa-

tion about important methods whih are frequently used in emotion reognition

is given in Chapter 4 where Haar-like features, Support Vetor Mahines (SVM),

and AdaBoost are explained. Chapter 5 desribes the approah of an automated

reognition system developed in this thesis. Chapter 6 ontains experiments and

results of the approah presented. Chapter 7 onludes with a summary and an

outlook on future work.



Chapter 2

Faial Features and Coding System

This Chapter gives detailed information about two types of faial features and the

Faial Ation Coding System (FACS).

2.1 Faial Features

To work with faial features it is important to understand the two di�erent types,

permanent and transient features [FL03, TKC01, TKC05℄. Permanent features

give information about the urrent shape of the fae. In ontrast, transient features

an give important information about the emotion demonstrated [TKC01℄.

2.1.1 Permanent Features

Permanent features are those features of the fae whih are always visible [FL03℄.

They mark the most relevant feature points for expression reognition. Fasel et al.

asserted that these features an be deformed whilst performing an emotion. Perma-

nent features persist permanently, suh as eyebrows, eyes, nose, mouth, and heeks

[Bet12℄. Bettadapura et al. [Bet12℄ established that the nose and mouth arry the

most information of all features, whereas the mouth arries more. Observing the

mouth an de�nitely identify a smile and hene a happy fae. In ontrast, the

eyebrows mostly remain onstant during happy and neutral emotions. Figure 2.1

visualizes the permanent features of a person from the database used in this thesis.

See Chapter 6 for more information about the database. The blue zones in the

Figure approximate regions, an emotion reognition system has to onentrate on.

2.1.2 Transient Features

Transient features are those features whih are not always visible [Bet12℄. They

our while moving faial musles, for example wrinkling the nose. Wrinkles an

3
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Figure 2.1: Permanent faial features

appear on the forehead, in the outer eye regions, between the eyebrows, around the

nose, in the outer mouth regions, and on the hin [FL03℄. Transient features do not

appear on the neutral fae [Bet12℄, but in other expressions, espeially evident in

disgust and anger. Figure 2.2 visualizes the transient features of the person. The

orange zones in the Figure approximate regions of wrinkles, an emotion reognition

system an onentrate on.

2.1.3 Summary of Faial Features

It is important to distinguish between two types of features. For emotion reogni-

tion it is not mandatory to detet transient features. Permanent features provide

the most information about the fae. However, inluding transient information

may enhane reognition results for some expressions [TKC05℄. Experiments of

the system presented show that wrinkles deteted between eyebrows mostly o-

ur on angry and disgusted faes, whereas wrinkles between the nose and mouth

usually our on happy and disgusted faes. By using this additional information,

reognition results may be improved. Hene, the system introdued in this thesis
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Figure 2.2: Transient faial features

utilizes both types of features. Wrinkle regions are between the eye brows and

between the nose and mouth.

2.2 Faial Ation Coding System

This Setion desribes FACS and its use in reognition systems. FACS serves as a

theoretial foundation for expression reognition.

2.2.1 Constrution of a Coding System

In the 1970s, Paul Ekman et al. began working on psyhologial studies of faial

expressions [EF77℄. Their work was a milestone and still has great in�uene on

faial expression reognition [Bet12℄. Prior to their study, the lassi�ation of fa-

ial expressions was obtained by subjetive judgments of observers. Ekman et al.

[EFH02℄ suggested that reognition should be ompletely objetive, as observers

ould be in�uened by ontext and their ultural interpretation. In 1977, Ekman

and Friesen developed a system alled Faial Ation Coding System [EF77℄. Con-
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trations of faial musles ompose faial expressions [FL03℄. On grounds of this

knowledge, emotions are not regarded as being a subjetive opinion of a person.

The system provided an objetive solution for emotion reognition. Coders of

FACS had to pass a test

1

and had to reognize the slightest faial ations in a

fae. Hene, they did not observe the entire fae, but musles thereof. Bettada-

pura et al. [Bet12℄ and Zhang et al. [ZJZY08℄ pointed out that FACS has beome

an important milestone and the de-fato standard for faial expression reognition

to date. Every possible faial movement is oded in an Ation Unit (AU). AUs are

presented in the next Setion.

2.2.2 Ation Units

As desribed above, all faial movements are oded in AUs. Thus, AUs inlude

the orresponding musles related to faial expressions. However, several AUs do

not have their origin in faial musles [KCT00℄. For example, moving the head to

the right or moving the eyes upwards have no related faial musle.

FACS desribes 44 di�erent AUs. One ode is attributed to every AU. Table 2.1

lists some examples of AUs with an image and the related desription. Appendix

A presents a full Table of 42 AUs assembled by Cohn et al. [CAE07℄ and the

robotis institute of the Carnegie Mellon University

2

. Kanade et al. [KCT00℄

lists all 44 AUs.

2.2.3 Ation Unit Combinations

A ombination of AUs an be additive or non-additive [CAE07, KCT00℄. This

de�nition desribes whether the AUs an be ombined with eah other without

any in�uene. Non-additive AUs alter their respetive appearanes.

Cohn et al. [CAE07℄ presented examples of both ombination types with AU1,

AU2, and AU4. An additive ombination of AU1 and AU2 is shown in Figure 2.3.

Inner and outer orners of the brows are raised. The appearane of one AU has

no e�et upon the other. This ombination often arises in a surprised expression.

In ontrast to this, a non-additive ombination of AU1 and AU4 is presented in

Figure 2.4. With AU1, the inner orners of the brows are raised. AU4 shows that

the brows move loser and lower. The appearane of one AU a�ets the other.

The inner orners are pulled together but raised. This ombination often arises in

a sad expression.

On the basis of this, emotions an be handled as ombinations of AUs [Bet12℄.

For example, happy is omposed of AU6 + AU12 + AU25. This is heek raise, lip

1

http://fae-and-emotion.om/datafae/fas/fft.jsp

2

http://www.s.mu.edu/~fae/fas.htm

http://face-and-emotion.com/dataface/facs/fft.jsp
http://www.cs.cmu.edu/~face/facs.htm
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Figure 2.3: Additive ombination of AU1 + AU2 by [TKC01℄

Figure 2.4: Non-additive ombination of AU1 + AU4 by [TKC01℄

orner pull, and lips part. All ombinations an be seen in Figure 5.25 of Chapter

5.

2.2.4 Summary of Faial Ation Coding System

FACS has beome an exellent foundation for faial expression analysis. The sys-

tem an be utilized both in sequene-based as well as in image-based reognition

systems whih an be seen in the next Chapter. One disadvantage of FACS is its

desriptive manner [KCT00℄. There are no de�ned values whih an be applied

by analysis systems. Systems have to extrat parameters for eah emotion using

di�erent approahes. Sine every system utilizes di�erent extration and lassi�-

ation methods, it is di�ult to ompare them with other systems [FL03, TKC01℄.

In any ase, FACS is a ommon foundation and provides a step between faial

analysis and emotion interpretation [FL03℄. This is why it is used in the presented

approah. It makes faial expression reognition more measurable and objetive

[BLL

+
04℄.

The next Chapter depits a ommon struture of reognition systems. It de-

sribes eah step and ommon approahes utilized.
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Table 2.1: Ation Units of the Faial Ation Coding System

AU Example Image Desription

1 Inner Brow Raiser

2 Outer Brow Raiser

4 Brow Lowerer

12 Lip Corner Puller

18 Lip Pukerer

20 Lip strether

43 Eyes Closed

44 Squint

53 Head up

54 Head down



Chapter 3

Faial Expression Reognition

Systems

This Chapter desribes the basi struture of a faial expression reognition system

(FERS) and lists related solution methods for every step.

Image-based and sequene-based related work is mentioned in this Chapter,

but this thesis onentrates on stati images. Both types of systems are relevant

for understanding the entire range of FERS.

3.1 Basi Struture

A FERS onsists of di�erent stages. The ommon system is divided into three

main steps: fae aquisition, feature detetion and representation, and expression

reognition [TKC05, FL03℄. The main steps omprise di�erent sub-steps. Figure

3.1 illustrates these steps and their relationships. The image normalization step is

not mandatory beause faial data an also be normalized on the verge of lassi�-

ation [FL03℄. Thus, parameters are normalized as opposed to the fae itself. This

ours after the feature extration. Normalization of ontrast and lighting an

also be disregarded if it is ensured that input images are always well illuminated.

Related work mentioned in this Chapter demonstrated that region segmentation

is also not required. Appearane-based systems in partiular utilize the fae as a

whole. Feature representation on the basis of distanes or angles is only used in

feature-based systems and is not mandatory for appearane-based FERS. In the

last step, most systems fous either on the lassi�ation of AUs or emotions. This

an be seen in the overview Setion of this Chapter. Hene, AU reognition is not

mandatory for emotion reognition.

9
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Face Acquisition
Facial Feature Extraction

and Representation
Facial Expression

Recognition

Face Detection

* Image Normalization

* Region Segmentation

Normalization of
Contrast and Lighting

Normalization
of Scale

Face Pose
Estimation

Feature Extraction * Feature Representation

Feature-Based

Appearance-based

Distances

Angles

* Muscle Movement
(AU) Recognition

Emotion
Interpretation

* not mandatory

Figure 3.1: Organization of faial expression reognition systems

3.2 Fae Aquisition

The �rst step is fae aquisition. In this step, the fae is deteted and extrated

from the whole image [TKC05℄. Additionally, lighting and ontrast are normalized

and the fae region is saled to a standard resolution [FL03℄.

3.2.1 Fae Detetion

Fae detetion is the most important step of faial expression reognition as well

as of many other problems of omputer vision suh as fae loalization, faial

feature detetion, fae reognition, fae authentiation, fae modeling, head or fae

traking, gender reognition, faial expression reognition, et. [ZZ10, YKA02℄.

A fae on an image is not always plaed entrally, nor does the fae always

�ll the full frame. If feature detetion and extration starts before fae extration,

all small regions in the full frame must be searhed and this involves onsiderable

time and memory performane. To resolve this problem, the fae region must be

deteted in order to identify the full region of interest to be onsidered in the

next steps. The fae region starts on the uppermost line whih touhes the head.

This does not need to be the hair line, but an also be the highest forehead line,

depending on the fae detetor used. For purposes of emotion reognition, the fae

region ends on the lowest hin line. Figure 3.2 shows the fae region for emotion

reognition systems.

A great many of approahes have been developed for fae detetion [ZZ10℄.

Yang et al. [YKA02℄ lassi�ed methods in four di�erent types. Table 3.1 illus-

trates this lassi�ation of the approahes used in faial expression reognition.
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Figure 3.2: Fae region for emotion reognition

Table 3.1: Classi�ation of fae detetion methods

Classi�ation method Feature detetion methods Desription

Feature invariant Skin Color Reognition These methods �nd stru-

tural features whih de-

sribe the fae

Template mathing Fae Template Mathing Faial templates are stored

and used to ompare with

the input image

Appearane-based Neural Network, Support

Vetor Mahines, Haar-

like features, Gabor fea-

tures

These methods need a

training part in whih fa-

ial images are learned to

detet them later

Knowledge-based lass is not inluded beause is it not ommon in emotion reog-

nition.

The next paragraphs explain these ommon basi methods and their urrent

use in related work.

Skin Color Reognition

Skin olor reognition is a heuristi-based method. It analyzes the olor of the

image. All regions are searhed for ontaining a olor equal to the faial olors.

Esau et al. [EWKK07℄ used skin olor reognition for deteting largest skin region

in the input image. Srivastava et al. [Sri12℄ employed it as a last step verifying

fae detetion. Panti et al. [PR04℄ utilized this method to detet fae region.

Watershed segmentation is done for fae extration.
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Pupil Loalization

Pupil Loalization is an algorithm whih detets pupils in an image. Esau et al.

[EWKK07℄ used this approah for fae traking. They �rst deteted the pupils.

Depending on the loation, they deteted other feature points.

Template Mathing

Template Mathing is, as the name suggests, a template-based method. Several

patterns of faes are stored [YKA02℄. The agreement of the template and the

input image is omputed. When the template mathes to a region in the image, a

fae is deteted. Esau et al. [EWKK07℄ used this approah for fae loalization.

Tian et al. [TKC01℄ made use of template mathing for feature detetion. They

utilized di�erent templates for eyebrows, eyes, lips, and heeks.

Neural Network

Neural Network is a mahine learning algorithm. It omputes the Eigenvetors of

the autoorrelation matrix of an image, also alled Eigenfaes [YKA02℄. Rowley

et al. [RBK98℄ suggested that at least one Neural Network must be trained to

handle variations of faes. They developed a system to detet faes with Neural

Networks.

Support Vetor Mahine

A Support Vetor Mahine is a mahine learning algorithm. Osuna et al. [OFG97a℄

used this method for fae detetion. To see how Support Vetor Mahines work in

detail, refer to Chapter 4.

Haar-like Features

Haar-like features are used for mahine learning. The Open Soure Computer

Vision (OpenCV) library utilizes them for fae detetion. AdaBoost is ommonly

used for lassi�ation or seletion of Haar-like features. For a detailed desription

of Haar-like features and AdaBoost, refer to Chapter 4. Srivastava et al. [Sri12℄

utilized Haar-like features for fae detetion.

Gabor Filter Features

Gabor �lter features are also used for mahine learning. These features an be

utilized for a lassi�ation-based fae detetion method [HSK05℄. Gabor features

are omputed on the entire fae region. The extrated features are ompared to

trained faial images, for example by means of SVMs [LFBM02℄. Hene, a region
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of the input image is lassi�ed if it ontains a fae. Usually Gabor features are like

Haar-like features seleted with AdaBoost. Huang et al. [HSK05℄ utilized Gabor

�lter features for robust fae detetion.

3.2.2 Conlusion of Fae Detetion

Skin olor reognition varies between di�erent ultures and depends highly on illu-

mination. Hene, it is not suitable for the proposed system. Pupil loalization is

an adequate approah for systems using the pupils for further feature point proess-

ing. However, this approah is more e�etive for sequene-based FERS. Template

mathing is ommonly used for sequene-based FERS as well. All mahine-based

methods seem to ahieve best results for fae detetion. This an be seen in Table

3.3 in the overview Setion of this Chapter. A method using Haar-like features

ombined with AdaBoost turns out to be the best for the approah presented. The

OpenCV library implements its fae detetor on the basis of these two methods.

Hene, this preexisting algorithm is used in this thesis.

3.2.3 Image Normalization

Image normalization is a reommended step before further working on the image

[FL03℄. The normalization has in�uene on results of feature detetion and thus

on expression reognition.

Normalization of Contrast and Lighting

Normalization of ontrast and luminane is advisable for further steps [FL03℄.

FERS should be used in everyday life where lighting is not always optimal. Us-

ing normalization, faes are deteted in dark plaes as well. This is useful in

plaes where illumination depends on nature lighting. For instane systems used

in apartments where lighting is very di�erent depending on the apartment. In

several systems like [EWKK07℄ this kind of normalization is a step before fae

detetion to make it more robust. This depends on the fae detetion method

whih is used. In other approahes like [ZJZY08℄ the normalization omes after

fae detetion.

Normalization of Sale

To ompare extrated parameters of faial expressions, the sale of the fae has to

be the same through all images [TKC05℄. Beause every frame has a di�erent fae

sale, there has to be a normalization of the sale. Bartlett et al. [BLL

+
04℄ used

a size of 48 x 48 pixels for every deteted fae. Tian et al. [TKC05℄ pointed out
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that with a size of 96 x 128 or 69 x 93 pixels, more emotions are reognized than

on 48 x 64 or 24 x 32 pixels. The system of Velusamy et al. [VKA

+
11℄ worked

with normalized images of 96 x 96 pixels. Esau et al. [EWKK07℄ utilized image

sizes of 320 x 240 pixels. Panti et al. [PR04℄ worked with 720 x 576 pixels.

Fae Pose Estimation

To handle a wide range of faial image types, it should also be possible to work

with rotated faes. After the detetion of the fae, it is possible to detet whether

the fae looks straight to the amera or if it is rotated. The fae has to be rotated

to the normal position to be passed to next steps. Therefore, the urrent pose has

to be estimated. This step has to be prior to feature extration, to use orret

parameters instead of rotated ones with false positions [TKC05℄. It an be done

in the fae detetion part as Rowley et al. did with neural networks [RBK98℄.

Similarly, pose estimation an be a part of the fae normalization as a step after

fae detetion.

There are two types of rotations, in-plane rotations and out-of-plane rotations

[FL03℄. In ase of in-plane rotations, the fae still looks frontal to the amera. Fasel

et al. suggested that out-of-plane rotations are more di�ult to solve. Parameters

of the fae are distorted. To obtain orret parameters, the warped ones have to

be onverted.

3.2.4 Conlusion of Image Normalization

Taken together, image normalization is an useful step for ahieving robust results.

Hene, the system in this thesis uses a normalization of ontrast and lighting as

a step previous to fae detetion and several normalization funtions after the

detetion. The funtions whih are used are desribed more in detail in Chapter

5. The normalized sizes of related systems seem to be very small. The approah

desribed in this thesis operates with a bigger size like Esau et al. in order not to

lose information. Fae pose estimation an be done after fae detetion to handle

in-plane and out-of-plane rotations. This approah is ommon in systems whih

use automati fae detetors whih are already implemented. A disadvantage an

be the fat that the fae detetor does not even detet a rotated fae. In this

thesis fae rotations are not overed. In future work they will be treated after

normalization of sale.

3.2.5 Region Segmentation

To work with AUs, a FERS may divide the whole faial region in smaller regions.

These regions are eah alled a Region Of Interest (ROI) [PR04℄. In these ROIs, the
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faial omponents are loated whih are relevant for faial expression reognition.

These parts are the eyebrows, the eyes, the nose, and the mouth. There are

di�erent methods to extrat the ROIs out of a fae region. Whitehill et al. [WO06℄

pointed out that feature detetion on subregions greatly redues time and possible

features. They used squares with a width of 24 pixels around the mouth and eah

of the brows and eyes. Srivastava et al. [Sri12℄ notied that fae segmentation into

smaller regions improves frame rate. They divided faes geometrially.

3.2.6 Conlusion of Region Segmentation

The proposed reognition system onsiders the furrows between nose and mouth

and measures parameters between eyes and brows on the one hand and between

nose and mouth on the other hand. Hene, it makes use of two ROIs. One ROI

onsists of the upper part of the fae with both eyebrows and eyes. The seond

ROI onsists of the lower part of the fae inluding the nose and mouth. This

region division is optimal for this system, beause the respetive faial parts in

eah ROI interat with eah other. It would not be useful to have four ROIs: one

for the brows, eyes, nose, and the mouth. The omponents of two ROIs do not

in�uene eah other for AU reognition [TKC01℄. Hene, only ROI1 and ROI2 an

be handled separately.

To divide the faial image in ROIs, the proposed system uses the geometrial

approah of Leonardo da Vini. Every fae onsists of several parts with the same

length. Figures 3.3 and 3.4 visualize the division of a fae. The system presented

takes advantage of this disovery.

3.3 Feature Detetion, Extration and Representa-

tion

In this step, faial feature points are deteted and faial parameters are extrated.

Feature vetors represent a faial expression.

3.3.1 Faial Feature Points

MPEG-4 is an ISO-standard for faial features, basially used for faial animation,

as desribed by Pandzi et al. [PF02℄. They delared that the standard de�nes

the loation of 84 faial feature points in the neutral fae. These feature points

provide a basis for 68 fae animation parameters (FAPs). FAPs are losely related

to movements of faial musles as it is desribed in the AUs of FACS. Zhang et al.

[ZJZY08℄ pointed out that FAPs represent these of AUs desriptive de�ned move-

ments quantitatively. In their paper, they desribed the relationship between the
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Figure 3.3: Vertial fae division

feature points of the MPEG-4 standard and the AUs of FACS. Further information

is given in the Setion of faial feature representation in this Chapter. Figure 3.7

shows all de�ned feature points.

Esau et al. [EWKK07℄ made use of 13 faial feature points. These points an

be seen in Figure 3.5.

Cerezo et al. [CH06℄ used 10 feature points. The points were marked manually.

Hene, the approah is not an automati FERS. Figure 3.6 shows the feature points

of their system.
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Figure 3.4: Horizontal fae division

Figure 3.5: Feature Points of Esau et al. [EWKK07℄
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Figure 3.6: Feature Points of Cerezo et al. [CH06℄
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Figure 3.7: Feature Points of MPEG-4 standard by [AP99℄
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3.3.2 Faial Feature Extration

There are two main approahes for faial feature detetion and extration [TKC05,

FL03, WO06℄.

Feature-based Approah

The feature- or geometri-based approah ats loally [FL03℄. Geometri loa-

tions of faial features are extrated [WO06℄. Information about the fae is given

in these positions. Depending on the loation of feature points, a statement about

the shape of faial omponents an be made. Algorithms ompute di�erent fa-

ial parameters depending on the position feature points have in eah emotion.

The parameters are extrated into a feature vetor. In this vetor, fae geometry

is typi�ed [TKC05℄. The feature vetor is ompared to feature vetors of eah

emotion.

Feature-based approahes use methods like high gradients, ontour detetion,

edge detetion, and orner detetion for feature detetion and extration.

Kotsia et al. [KP07℄ used geometrial information for a grid-based feature

extration. Tian et al. [TKC01℄ utilized the Canny edge detetor [Can83℄ for the

detetion of transient features. Esau et al. [EWKK07℄ �rst deteted the pupils.

Depending on the loation, they loalized the nose tip. Afterwards the orners of

the mouth were deteted. By means of this step, they determined other needed

feature points. Srivastava et al. [Sri12℄ employed the Sobel derivative [SF68℄ and

orner detetion to �nd faial feature points.

Appearane-based Approah

The appearane-based approah ats holistially [FL03℄. The fae is onsidered

as a whole [TKC05℄. Appearane-based approahes use image �lters like Gabor

wavelets for feature detetion and extration. They have a high omputation

time [EWKK07℄. Further appearane-based methods are desribed in [FL03℄ and

[TKC05℄. Tian et al. [TKC05℄ pointed out that the reognition of AUs is more

aurate when using geometri features instead of Gabor wavelets.

Velusamy et al. [VKA

+
11℄ used a Gabor �lter bank with seven sales and eight

orientations. The feature vetors had a size of 96x96x56. Therefore, AdaBoost

was needed for feature seletion. Littlewort et al. [LFBM02℄ utilized a Gabor

representation of eah fae for further reognition steps. They made use of 40

Gabor �lters. They used eight orientations and �ve spatial frequenies. Bartlett

et al. [BLL

+
04℄ used Gabor �lters as well. They utilized eight orientations and

nine spatial frequenies for the reognition of AUs and seven spatial frequenies for

the reognition of emotions. Srivastava et al. [Sri12℄ employed Haar-like features

to lassify faial regions into eyes, nose, and mouth region. Whitehill et al. [WO06℄
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used Haar-like features for feature extration and AdaBoost to selet 500 of these

features for lassi�ation.

3.3.3 Faial Feature Representation

Faial features are represented by a set of parameters ombined into one feature

vetor. There are two basi methods of parameterization to desribe the deforma-

tions in a fae after a feature-based extration method [EWKK07℄.

The �rst approah only uses distanes as parameters. These distanes are

between the deteted feature points. Zhang et al. [ZJZY08℄ desribed the rela-

tionship between the MPEG-4 feature points and the AUs of FACS. Table 3.2

illustrates this relationship. On the basis of this relationship, relevant distanes

an be measured. Distane Dx(p1, p2) is measured in the x-diretion between the

feature points p1 and p2. The value is omputed as Dx(p1, p2) = |p1.x− p2.x|, for
Dy equivalent. AU25 and AU26 rely on the same distanes. Zhang et al. lari�ed

that for AU25 the distanes are small and for AU26 they are medium-sized. The

Table lists only the AUs used in the presented system. For more AUs, refer to

[ZJZY08℄.

The seond approah only uses angles as parameters. Esau et al. [EWKK07℄

developed a fuzzy rule-based FERS alled VISBER. They extrated eight angles,

three in the upper fae region, four in the lower fae region and one belonging to

both. Figure 3.5 visualizes the angles of their system. The angles are de�ned as

A0 - A5. A5 and A2 eah onsist of two angles. These angles should have the same

values beause they are symmetrial. Angle A0 desribes happiness with a high

value and sadness with a low one. A small value of A1 spei�es fear or happiness

with an open mouth. A2 and A3 assign anger or fear. A4 and A5 depit fear when

the mouth is opened widely. Esau et al. used angles beause they are size invariant

and the step of fae normalization an be left out. The method to represent a fae

only with angles is desribed as robust against individual hanges. In ontrast to

this, Esau et al. depited the variation of distane parameters between di�erent

persons as signi�ant. However, they made use of the neutral fae of a person for

training individual harateristis. They lari�ed that it is not mandatory, but

improved their reognition results.

Cerezo et al. [CH06℄ made use of both types of parameters. They employed

two di�erent angles to extrat the mouth shape. The angles an be seen in Figures

3.8 and 3.9. Their other parameters were omputed with distanes.
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Figure 3.8: Additional information by means of a mouth angle by [CH06℄

Figure 3.9: Additional information by means of a seond mouth angle by [CH06℄
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Table 3.2: Relationship between MPEG-4 Feature Points and AUs

Distane of two Feature Points AU

Dy(4.2, 3.8)
Dy(4.1, 3.11)

AU1

Dy(4.6, 3.12)
Dy(4.5, 3.7)

AU2

Dy(4.2, 3.8)
Dy(4.1, 3.11)
Dx(4.4, 3.8)
Dx(4.3, 3.11)

AU4

Dy(3.6, 3.2)
Dy(3.5, 3.1)

AU5

Dy(3.6, 3.2)
Dy(3.5, 3.1)
Dy(5.4, 3.12)
Dy(5.3, 3.11)

AU6

Dy(3.4, 3.6)
Dy(3.3, 3.5)

AU7

Dy(9.14, 3.8)
Dy(9.13, 3.11)

AU9

Dy(8.4, 3.12)
Dy(8.3, 3.11)

AU10

Dy(8.4, 3.12)
Dy(8.4, 3.11)
Dx(8.4, 9.15)
Dx(8.3, 9.15)

AU12

Dy(8.4, 9.15)
Dy(8.3, 9.15)

AU15

Dy(8.2, 9.15) AU17

Dx(8.4, 8.3)
Dx(8.3, 8.4)
Dy(8.2, 9.15)

AU20

Dx(8.4, 8.3)
Dx(8.3, 8.4)

AU23

Dy(8.1, 9.15)
Dy(8.2, 9.15)

AU24

Dy(8.2, 8.1)
Dy(8.2, 9.15)

AU25

Dy(8.2, 8.1)
Dy(8.2, 9.15)

AU26
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3.3.4 Conlusion of Feature Extration and Representation

The approahed system de�nes 19 feature points of the MPEG-4-standard. These

points seem to be su�ient to provide faial parameters needed for AU-reognition.

A feature-based approah is used for faial feature detetion. This approah

has ertain advantages in ontrast to appearane-based methods. The system

presented divides the fae into regions and onsiders eah region separately. Eah

region is split into faial parts. Hene, a feature-based approah is used to de�ne

feature points on eah faial part. On the basis of this approah, the fae an be

regarded in detail. This is important to distinguish between emotions based on

FACS beause AUs onsist of slight musle movements, as desribed in Chapter

2. An appearane-based approah may evoke errors onsidering di�erent emotions

whih appear to be the same. For example, fearful and surprised both imply widely

opened eyes and an open mouth. Like Tian et al. [TKC01℄, the system presented

in this thesis uses the Canny edge detetor for the detetion of transient features.

The feature-based approah is used beause only 19 feature points have to be

deteted. These points should be deteted quikly with feature-based methods as

they lie on orners and edges. Hene, the feature-based approah is e�ient and

fast. Methods like Gabor features or Haar-like features would be too omplex and

expensive for these slight omputations. The system presented should have an

adequate performane of time. This is important espeially for the employment in

roboti systems.

There is no researh to deide whether one of the two parameterization methods

is better than the other. Hene, both approahes are tested and evaluated. The

parameters providing best results for expression reognition are �nally used in the

system.

Furthermore, in this thesis there is no neutral fae needed for omparison. The

neutral expression an be reognized as every other emotion. Related systems like

Esau et al. [EWKK07℄ used a referene image to improve their reognition results.

The system presented in this thesis investigates if it is truly neessary.

3.4 Faial Expression Reognition

Two approahes are distinguished in faial expression reognition. Velusamy et al.

[VKA

+
11℄ pointed out that emotion reognition an be single-phase or two-phase.

A single-phase method diretly reognizes emotions from faial data. A two-phase

method �rst reognizes AUs in the fae and then interprets the emotion from them.
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3.4.1 Ation Unit Reognition

The ation unit reognition lassi�es the extrated faial data into one spei� AU

or into a ombination of AUs.

The next paragraphs only list several lassi�ation methods to provide an

overview. Detailed information is above the sope of this thesis and for exam-

ple presented in [TK09℄. Sebe et al. [SLS

+
07℄ desribed ertain lassi�ers in a

more detailed analysis. Bettadapura et al. [Bet12℄ listed several lassi�ers as

well. Theodoridis et al. [TK09℄ distinguished between three basi lassi�ation ap-

proahes for pattern reognition: lassi�ers based on Bayes Deision Theory, linear

lassi�ers, and nonlinear lassi�ers. This thesis denotes a fourth lass alled proba-

bilisti graphial models. Additionally, there are ertain systems using rule-based

approahes.

Classi�ers based on Bayes Deision Theory

Classi�ers based on Bayes Deision Theory are Naive Bayes, Tree Augmented

Naive Bayes, Stohasti Struture Searh, and k-Nearest-Neighbor.

Linear Classi�ers

A SVM is a linear lassi�er. There are binary or multi-lass SVMs. An in-depth

desription of SVMs an be found in Chapter 4. Bartlett et al. [BLL

+
04℄ used

one binary SVM for eah AU for a ontext-independent reognition. Velusamy et

al. [VKA

+
11℄ made use of 15 SVMs to lassify eah of their 15 AUs. Kotsia et

al. [KP07℄ used multi-lass SVMs. A six-lass SVM was used for reognizing the

six basi expressions. Seventeen binary SVMs were used for the reognition of 17

AUs. Kotsia et al. pointed out that SVMs deliver good performane in pattern

reognition. Littlewort et al. [LFBM02℄ utilized SVMs for lassi�ation as well.

They reognized emotions diretly without onsidering AUs. They �gured out that

SVMs are fast to train and aurate in reognition.

Other linear lassi�ers are Neural Networks (NN), Arti�ial Neural Networks

(ANN), and Linear Disriminant Classi�er. Tian et al. [TKC01℄ utilized two ANNs

for AU reognition. One ANN was for the upper faial region and one was for the

lower region.

Non-Linear Classi�ers

Non-linear lassi�ers are generalized linear lassi�ers, polynomial lassi�ers, prob-

abilisti Neutral Networks, and Deision Trees.
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Probabilisti Graphial Models

Probabilisti graphial models are Bayes Networks, Single Hidden Markov Models,

and Multi-Level Hidden Markov Models. Detailed information about probabilisti

graphial models is presented in [KF09℄.

Rule-based Classi�ers

In 2004, Panti et al. [PR04℄ used a rule-based method for the reognition of

32 AUs in stati images. In 2005, Panti et al. [PP05℄ de�ned 27 rules for AU-

dynamis reognition on video sequenes. In 2006, Panti et al. [PP06℄ desribed

a new rule-based method to reognize AUs on pro�le image sequenes. Esau et

al. [EWKK07℄ made use of a fuzzy rule-based lassi�ation. The extrated angles

were de�ned as large, medium or small. Four emotions (happiness, sadness, anger,

and fear) were lassi�ed with help of the ombination of these angle-states.

3.4.2 Emotion Interpretation

AUs desribe faial movements. Faial expressions are omposed of movements

in di�erent faial regions. Hene, an emotion is haraterized by a set of AUs.

Emotion interpretation reeives the extrated feature vetors or the reognized

AU-odes as input and delivers an emotion as output.

Velusamy et al. [VKA

+
11℄ lari�ed that a two-phase method for emotion reog-

nition is more pratial, as only a set of 44 AUs of FACS have to be deteted whih

are used in emotions. Not every state of emotion has to be learned beause this

method relies on AUs and therefore on musle movement. For example, the system

does not have to de�ne a threshold for smile but only identify a movement of the

related musle. Additionally, Velusamy et al. pointed out that a two-phase system

is more ulturely independent.

In their paper, Velusamy et al. presented a set of 15 AUs whih built a founda-

tion for a learned statistial relationship for emotion mapping. They presented an

algorithm whih alloates eah AU to every emotion. A deteted AU ould either

improve or downgrade the probability of a spei� emotion. The emotion with

highest probability was reognized in the input image. Langner et al. [LDB

+
10℄

introdued a rule-based method for expression lassi�ation. They presented a set

of 16 AUs whih built a base for the six basi emotions. Eah emotion onsisted of

at least one and at most six AUs, whih were explained by erti�ed FACS experts.

3.4.3 Conlusion of Faial Expression Reognition

This thesis utilizes a SVM as lassi�ation method. SVMs form a ommon method

for faial expression reognition. Most of the systems developed reently used SVM
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lassi�ers. This an be seen in the Table of the next Setion. SVMs an be used as

a binary SVM or multi-lass SVM as desribed in Chapter 4. Reognition systems

based on SVM delivered stable performane results. Therefore, it is also used in

this thesis.

In the majority of ases, other systems like [TKC01, PR04, PP05, PP06, WO06℄

only reognized AUs in the input image. Or they reognized emotions without

onsidering AUs like it is done in [LFBM02, CH06, EWKK07, Sri12℄. These sys-

tems are single-phase. The system presented goes a step further and uses AU-

information for emotion mapping. Hene, this system is two-phase.

The system introdued utilizes the Radboud Faes Database (RaFD). It is

based on the AUs of FACS. Certi�ed experts observed reording of the database.

Hene, the mapping algorithm for emotion interpretation is reated on the basis

of this database. More information is given in Chapters 5 and 6.

3.5 Overview

Table 3.3 gives an overview of state-of-the-art expression reognition systems. It

summarizes all information of this Chapter.

Sign �-� means there is no information about this topi in the paper or the topi

is not important for this system. For example, in several systems the sale size is

not important beause the extrated parameters are normalized later on. Sign �X�

denotes that this topi is not handled in this system. Sign �Y� means yes and �N�

means no. Commonly, the neutral fae of a person is treated as the referene fae.

This thesis presents the referenes of this Table as state-of-the-art in terms

of 2D features. Only systems sine 2001 are overed. Several reent systems are

mentioned to show the methods whih are used, and highlight that reognition

rate has not been improved signi�antly. Most of the systems developed in the

last few years were either based upon the systems presented or dealt preferably

with 3D features and / or video sequenes as input. A omprehensive survey of

stati and dynami faial expression reognition based on 3D features is presented

in [SZPY12℄.

The overview shows that the majority of related systems (10 of 12) reognized

either AUs or emotions. Their emotion interpretation was merely single-phase.

Atually, emotions based on FACS are more presentable and faile to extend. How-

ever, two-phase systems onsist of two reognition steps and hene are more error-

prone. The use of one step lari�es high reognition results of 86.16% averaged.

The majority of related systems worked on sequenes when not onsidering single

frames of sequenes as input. On average, sequene-based systems ahieved reog-

nition rates of 87.91% higher than image-based with 84.35%. Half of the systems

mentioned were fully automati and half were not. Reognition results of fully
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automati systems were inferior. FERS whih were not fully automati, averaged

90.23%. On the ontrary, fully automati systems averaged 83.57%. Eah of the

feature-based systems needed a referene fae for omparison.

3.6 Summary

The basi struture of a FERS onsists of di�erent stages. The ommon system

is divided into three main steps and ertain sub-steps. Fae aquisition is built

up of fae detetion, image normalization, and region segmentation. To obtain

information of the fae, faial features are deteted and extrated. Faial feature

representation typi�es the gained information. Faial expression reognition means

AU reognition and / or emotion lassi�ation. This last step di�ers in several

FERS. The system presented �rst reognizes AUs in the image. The emotion

demonstrated is lassi�ed with information of these AUs.

The next Chapter gives more in-depth information about important methods

frequently used in emotion reognition. Haar-like features, SVMs, and AdaBoost

are explained.
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Table 3.3: State-of-the-art

Referene Input Fae

Detetion

Sale Rotation Feature

Extra-

tion

AU Reog-

nition

Emotion

Interpre-

tation

AU Out-

put

Emotion

Output

Referene

Fae

Needed

Fully Au-

tomati

Reognition

Rate

Tian et

al., 2001,

[TKC01℄

sequenes Template

Mathing

- in-plane

+ limited

out-of-

plane

feature-

based

ANN X 16 AUs +

neutral +

ombina-

tions

X Y N 96%

Littlewort

et al.,

2002,

[LFBM02℄

single

frames of

sequenes

AdaBoost 48 x 48 X appearane-

based

X SVM X 6 emo-

tions +

neutral

- Y 91.5%

Bartlett

et al.,

2004,

[BLL

+

04℄

single

frames of

sequenes

GentleBoost 48 x 48 or

192 x 192

X appearane-

based

SVM SVM 18 AUs +

ombina-

tions

6 emo-

tions +

neutral

(either

AUs or

emotions)

- Y 94.6% or

93.3%

Panti et

al., 2004,

[PR04℄

images Skin

Color

Reog-

nition

+ Wa-

tershed

Segmenta-

tion

720 x 576 out-of-

plane

(front +

pro�le)

feature-

based

rule-based X 32 AUs +

ombina-

tions

X Y Y 86%

Panti et

al., 2005,

[PP05℄

sequenes manual

seletion

of feature

points

- X feature-

based

rule-based X 27 AUs +

ombina-

tions

X Y N 90%

Panti et

al., 2006,

[PP06℄

sequenes manual

seletion

of feature

points

- out-of-

plane

(pro�le)

feature-

based

rule-based X 27 AUs +

ombina-

tions

X Y N 87%

Cerezo et

al., 2006,

[CH06℄

images - - X feature-

based

X rule-based X 6 emo-

tions +

neutral

Y N 71.4%

Whitehill

et al.,

2006,

[WO06℄

images manual se-

letion of

ROIs

width of

64 pixels

X appearane-

based

AdaBoost X 11 AUs X N N 92.4%

Esau et

al., 2007,

[EWKK07℄

single

frames of

sequenes

Skin

Color

Reog-

nition +

Template

Mathing

320 x 240 X feature-

based

X fuzzy-rule-

based

X 4 emo-

tions +

neutral +

ombina-

tions

Y Y 72%

Kotsia et

al., 2007,

[KP07℄

sequenes manual

seletion

of feature

points

- out-of-

plane

(front +

pro�le)

feature-

based

SVM rule-based

(after AU

reog-

nition)

or SVM

(only

emotions)

17 AUs 6 emo-

tions

(either

alone or

with AUs)

Y N 95.1%

(after AU

reogni-

tion) or

99.7%

(only

emotions)

Velusamy

et al.,

2011,

[VKA

+

11℄

images +

sequenes

Bartlett

et al.

96 x 96 out-of-

plane

(+-10

◦

)

appearane-

based

SVM learned

statistial

relation-

ship

15 AUs 6 emo-

tions

Bartlett

et al.

Y 87.6%

Srivastava

et al.,

2012,

[Sri12℄

sequenes Haar-like

features

+ Skin

Color

Reogni-

tion

- out-of-

plane

(front +

pro�le)

appearane-

based +

feature-

based

X SVM X 3 emo-

tions +

neutral

Y Y 60%





Chapter 4

Important Algorithms

This Chapter presents Haar-like features, SVMs, and AdaBoost. These algorithms

are frequently used in emotion reognition.

4.1 Haar-Like Features

This Setion gives more detailed information about Haar-like features. This thesis

fouses on the basi onept of Haar-like features. Further information an be

found in [VJ01b, VJ01a℄.

Haar-like features is a mahine learning algorithm for objet detetion. Viola

and Jones [VJ01b℄ developed the algorithm in 2001. Their work onsists of three

main parts. The �rst part is alled integral image and is a representation of the

image. Here, the features for objet detetion an be deteted and evaluated very

quikly at any sale. The seond part onsists of an AdaBoost learning algorithm.

AdaBoost is desribed in the last Setion of this Chapter. The third part ombines

omplex lassi�ers in a asade. By means of this asade, subregions whih do not

inlude the objet are disarded very quikly. Hene, the lassi�er an onentrate

on objet-like regions.

4.1.1 Feature Types

Viola and Jones introdued three types of features. In general, the value of a feature

is omputed as the di�erene of sum of pixels whih lie in di�erent retangular

regions. The regions have the same shape and size.

The �rst type is alled two-retangle feature. Figure 4.1 shows this Haar-like

feature. The sum of the white pixels is subtrated from the sum of the gray pixels.

The seond type of feature is alled three-retangle feature. Its value is al-

ulated by the sum of two retangles being subtrated from the sum of values of

31
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Figure 4.1: Two-retangle Haar-like feature by [VJ01b℄

Figure 4.2: Three-retangle Haar-like feature by [VJ01b℄

the pixels whih lie in a entral retangular region. Figure 4.2 shows this kind of

Haar-like feature.

The last type of feature is alled four-retangle feature. Its value is omputed

by the di�erene of the sum of two retangles and the sum of two other retangles.

Figure 4.3 illustrates the retangles with blak and white olors.

4.1.2 Integral Image

The integral image is a representation of the image [VJ01b℄. Values of retangles

an be alulated very quikly using this image. The whole integral image is

omputed with some operations on every pixel. Viola and Jones de�ned the value

at pixel (x, y) in the integral image as follows:

ii(x, y) =
∑

x
′
≤x,y

′
≤y

i(x
′

, y
′

) (4.1)
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Figure 4.3: Four-retangle Haar-like feature by [VJ01b℄

The value at ii(x, y) is the sum of the values above and left from the pixel in

the original image i(x, y). The following equations are used to ompute eah value

of the integral image ii.

s(x, y) = s(x, y − 1) + i(x, y) (4.2)

ii(x, y) = ii(x− 1, y) + s(x, y) (4.3)

Equation 4.2 de�nes the umulative row sum with the following prede�nition:

s(x,−1) = 0 (4.4)

Equation 4.3 de�nes the value in ii as the umulative row sum, plus the value

at pixel (x− 1, y) with:

ii(−1, y) = 0 (4.5)

By means of reurrene in equations 4.2 and 4.3, eah value of ii is alulated

in one run over the image i.

Figure 4.4 illustrates a omputation example adopted from Viola and Jones.

The sum of pixel-values in retangle D an be alulated as 4+ 1− (2+ 3). Every
number represents a loation on the integral image. By means of equation 4.1, the

value of 1 is alulated as the sum of pixel-values in retangle A. The value of 2 is
A+B. The value of 3 is omputed as A+C and the value of 4 is A+B +C +D.

The value of D an be used for the evaluation of Haar-like Features.

Viola and Jones desribed that one the integral image is alulated, the al-

gorithm an harge Haar-like feature at any sale or loation. This is done in

onstant time. The window in whih Haar-like features are alulated an be

resized. Therefore, objets are deteted independent of size.
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Figure 4.4: Integral image by [VJ01b℄

4.1.3 Feature Seletion by AdaBoost

Viola and Jones used AdaBoost to redue the number of features to important

ones. Complex lassi�ers are ombined to a asade. The asade fouses on

regions whih often inlude the objet of interest. Hene, it inreases the speed

drastially. An initial lassi�er disards subregions with small probability of in-

volving the objet. Remaining subregions are exeuted by a asade of lassi�ers.

Eah lassi�er in this sequene is more omplex than its preursor. If one lassi�er

disallows a subregion, this region is disarded and the next is proessed.

4.1.4 Summary of Haar-Like Features

Haar-like features play an important role in objet detetion. By means of the inte-

gral image, Haar-like features an be omputed very quikly. The use of AdaBoost

additionally improves the speed. The system presented utilizes Haar-like features

for fae detetion implemented in a preexisting fae detetor. Fae detetion is the

ommon appliation area of the algorithm developed by Viola and Jones [VJ01a℄.

4.2 Support Vetor Mahine

This Setion gives more detailed information about Support Vetor Mahines

(SVMs). This thesis fouses on the basi onept of SVMs. Further information

an be found in [Bur98℄.

A SVM is a mahine learning algorithm whih is used for lassi�ation. In

1995, Cortes and Vapnik [CV95℄ extended the original algorithm for non-separable

data.
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Figure 4.5: Feature spae of a binary SVM by [CV95℄

4.2.1 General Struture

In general, a SVM reeives a feature vetor and maps it into a high-dimensional

feature spae [CV95℄. A linear deision surfae is omputed to separate label

lasses. For generalization testing, the feature vetor of a test objet is inserted in

the feature spae of training data.

4.2.2 Binary Support Vetor Mahine

A binary SVM, also known as two-lass SVM, disriminates between two lasses.

The input vetors are mapped to a feature spae with the same dimension as are the

vetors. A linear hyperplane is strethed to separate the two lasses in an optimal

way [HCL08℄. As Cortes and Vapnik [CV95℄ delared, an optimal hyperplane has

a maximum margin to support vetors of both lasses. Support vetors are the

vetors of eah lass whih lie on the boundaries between the two lasses. They

are the nearest points to the hyperplane. Figure 4.5 illustrates the feature spae

of a binary SVM. The support vetors are highlighted in gray.

4.2.3 Multi-Class Support Vetor Mahine

A multi-lass SVM distinguishes between multiple lasses. In general, a multi-

lass SVM is realized as multiple two-lass SVMs [WW

+
98, DK05℄. Weston et al.

[WW

+
98℄ and Duan et al. [DK05℄ explained two methods for implementing this

approah: the one-versus-all and the one-versus-one method. The �rst method

uses a winner-takes-all strategy and the latter method uses max-wins voting. One-

versus-all makes use of the training examples of one lass trained as positive. The

vetors of all other lasses are trained as negative. One-versus-one ompares eah



36 CHAPTER 4. IMPORTANT ALGORITHMS

Figure 4.6: Training of the �rst lass

lass with eah other. If one lass is seleted to be orret for an input test vetor,

the vote of this lass is inremented. After all binary SVMs have ompared two

lasses and made their vote, the lass with maximal vote is hosen.

4.2.4 Training

Hsu et al. [HCL08℄ presented a pratial guide for training and testing data with

SVMs. They lari�ed that data has to be split in training and testing data. A

set of training data must be learned so that the SVM an make a deision. Hsu

et al. expalined that eah feature vetor whih is trained has to be labeled with

one lass. The SVM an lassify new input vetors with this training. If more

vetors are learned to belong to a spei� lass, the output is more preise. It is

also important to train vetors of border ases so that the SVM is robust against

them.

Figures 4.6 and 4.7 illustrate the training of feature vetors of two di�erent

lasses. Feature vetors are demonstrated with olored dots. The olor indiates

the related lass.

Figure 4.8 visualize the onstrution of the optimal hyperplane in green. The

hyperplane separates the trained lasses. The width of the margin to the support

vetors is illustrated with orange lines. The support vetor of eah lass are marked

with a yellow dot in the middle.
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Figure 4.7: Training of the seond lass

4.2.5 Classi�ation

Input vetors whih have to be lassi�ed are mapped to the same feature spae

whih was onstruted by the training vetors [CV95℄. By means of the strethed

hyperplane, the position of the input vetor shows its orrespondent lass. De-

pending on whih side of the hyperplane the input vetor is loated, the SVM

lassi�es it as one of the two lasses.

Figure 4.10 shows the feature spae of the training data. A feature vetor of

test data is illustrated as a lila dot. The vetor is lassi�ed as the same lass

like the vetors in blue beause it is loated in the same area unstruted by the

hyperplane.

4.2.6 Non-Linear Support Vetor Mahine

Several datasets may not be distinguishable with a linear hyperplane. Osuna et al.

[OFG97b℄ explained that a non-linear lassi�er is most useful. The feature vetors

are mapped to a higher dimensional feature spae [OFG97b, HCL08℄. Thus, the

lasses an be separated by a linear surfae. Afterwards the vetors are mapped

to the prior feature spae with a resulting non-linear hyperplane. This an be seen

in Figure 4.10. In this example, training data is ordered irularly to demonstrate

a non-linear lassi�ation problem.
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Figure 4.8: Constrution of the optimal hyperplane

Figure 4.9: Classi�ation of test data
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Figure 4.10: Non-linearly separable training data
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4.2.7 Summary of Support Vetor Mahines

SVMs play an important role in lassi�ation. They an be used for one-lass and

multi-lass problems. The system introdued utilizes SVMs for AU reognition

and emotion lassi�ation. Extrated faial parameters are lassi�ed to an AU or

an AU-ombination. The set of all AUs reognized in the fae is lassi�ed to an

emotion.

4.3 AdaBoost

This Setion gives more detailed information about Adaboost. This thesis fouses

on the basi onept of Adaboost. Further information an be found in [FS95,

Sh03℄.

AdaBoost is a mahine learning algorithm whih is used for lassi�ation and

feature seletion. Freund and Shapire [FS95℄ developed the algorithm in the year

1995.

4.3.1 General Struture

AdaBoost is based on a weak learning algorithm whih has a slightly smaller error

rate than random guessing [Sh03℄. AdaBoost invokes this weak learner frequently.

On every step the weak learner is invoked, examples of the training set have di�er-

ent weights. Most weight is plaed on those examples whih are harder to lassify.

Freund and Shapire explained that this method allows eah step to fous on ex-

amples whih were hard to lassify in the step before. After many steps, a strong

lassi�er is built up to a single predition rule. This is done by taking the weighted

majority vote of the preditions of the rules from the weak learners.

A weak learner an be any learning algorithm like Haar-like features or Gabor

features. Thereby, AdaBoost is a general boosting algorithm [Sh03℄.

4.3.2 Binary Classi�ation

Algorithm 1 desribes the struture of a binary lassi�ation of AdaBoost.

The algorithm reeives a sequene of labeled data as input. Freund and

Shapire de�ned xi as a feature vetor and yi as its label of either −1 or +1.
A weak learning algorithm and a number of iteration are hosen. A �rst distribu-

tion is initialized to set weights of eah training data equally. In every iteration

step, one weak learner is trained on the basis of the weight distribution. The hy-

pothesis of this weak learner is then used to alulate its error rate. The algorithm

hooses the importane of the weak learner using this information. The smaller

the error, the bigger its importane. The weight distribution is updated with Zt
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Algorithm 1 Classi�ation algorithm of AdaBoost after [Sh03, FS95℄

Input:

Data (x
1

, y
1

), ..., (x
m

, y
m

) with x
i

∈ X, y
i

∈ Y = {−1,+1}
Weak learning algorithm

Integer T as length of iteration

Pseudoode:

Initialize distribution D
1

(i) = 1
m

for t = 1 to T do

Train weak learner with distribution D
t

Obtain hypothesis of weak learner h
t

: X −→ {−1,+1}
Calulate error of weak learner ǫ

t

= Pri˜D
t

[h
t

(x
i

) 6= y
i

]

Choose importane of weak learner α
t

= 1
2 ln(

1 − ǫ
t

ǫ
t

)

Update distribution D
t+1

(i) =
D

t

(i)exp(α
t

y
i

h
t

(x
i

))
Z
t

end for

Output:

Final hypothesis H(x) = sign(
T
∑

t=1

α
t

h
t

(x
i

))

as a normalization fator as a last step. After this step, training examples whih

were lassi�ed falsely reeive a higher weight. Freund and Shapire explained that

thereby the weak learner of the next iteration step fouses on examples hard to las-

sify. At the end of the algorithm, the �nal hypothesis is alulated as a weighted

majority vote. To ahieve this, every of the T weak learners is weighted with its

importane.

4.3.3 Multi-Class Classi�ation

Several extensions of AdaBoost exist to provide a multi-lass lassi�ation [Sh03,

FS95, FSA99, FS

+
96℄. They are de�ned as follows.

AdaBoost.M1

AdaBoost.M1 is used when the weak learning algorithm supplies not less than

50% auray on every step of the boosting algorithm. Eah training example is

assigned to a label of �nite set. The multi-lass problem has to be handled by the

weak learning algorithm.
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AdaBoost.M2

In the algorithm of AdaBoost.M2, the weak learner provides a vetor as an output

instead of only one label. The vetor ontains 1 on the position of a label whih

may be orret for the training example. It inludes 0 when the label on this

position is improbable. Thereby, the weak learner must not deide in favor of

only one label to be orret. The weak learner enters not only on hard examples.

It fouses on inorret labels whih are hard to de�ne as well. This is done by

regarding the distribution over pairs of examples instead of single ones. More

detailed information is for example presented in [Sh03℄.

AdaBoost.MH

AdaBoost.MH uses binary lassi�ation for multi-lass ases. This is done on the

basis of the one-versus-all method. This method is also used for multi-lass SVMs,

as desribed above.

4.3.4 Summary of AdaBoost

AdaBoost plays an important role in several analysis methods. It an also be

used for feature seletion by its seletion of hard training examples. The system

presented in this thesis utilizes AdaBoost in ombination with Haar-like features

in a preexisting fae detetor.

The next Chapter desribes the reognition system developed in this thesis.



Chapter 5

Automati Faial Expression

Reognition based on 2D Features

This Chapter desribes the approah of an automated faial expression system

developed in this thesis. To separate an automated reognition system from a

non-automated, it is alled AFERS like in [RCL

+
09℄.

The system presented is a full AFERS, whih means it is fully automati. The

user working with the interfae of the system merely has to load an image. The user

who integrates this AFERS to his own projet, for example a robot system, singly

invokes the starting funtion with an image path as parameter. All partiular

steps are invoked automatially from prior steps.

The system is implemented in C++ and built in the Robot Operating Sys-

tem (ROS)

1

. By means of ROS, the system an be easily embedded in existing

robot systems. Several funtions are adapted from the Open Soure Computer

Vision library (OpenCV)

2

. OpenCV is suitable for real time omputer vision and

integrated in ROS.

5.1 Robot Operating System

This Setion gives a short introdution to the ROS arhiteture.

ROS is a meta-operating system for robots

3

. It o�ers plenty of libraries,

hardware drivers, and tools. ROS is open-soure and liensed under the BSD

liense.

The ode system of ROS is divided into staks. Staks onsist of pakages.

Pakages again are built up of nodes. Nodes are exeutable �les. These programs

1

http://www.ros.org/

2

http://openv.willowgarage.om/wiki/

3

http://ros.org/wiki/ROS/Introdution

43

http://www.ros.org/
http://opencv.willowgarage.com/wiki/
http://ros.org/wiki/ROS/Introduction
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Face Acquisition
Facial Feature Extraction

and Representation
Facial Expression

Recognition

Face Detection

Image Normalization

Region Segmentation

Normalization of
Contrast and Lighting

Normalization
of Scale

° Face Pose
Estimation

Feature-based
Feature Extraction

Feature Representation

Feature Points

Wrinkles

Distances

Angles

Muscle Movement
(AU) Recognition

Emotion
Interpretation

° not yet implemented

Figure 5.1: Organization of the system presented

an ommuniate whih eah other through messages. This distribution o�ers

the ability to add pakages from outside to a preexisting system. The ROS ore

manages all nodes. Every node has to log on the ore to ommuniate with other

nodes. Eah node is exeuted as a separate proess.

This thesis utilizes the ROS release �fuerte�. On the basis of this system, the

AFERS presented an be integrated in every system based on ROS.

5.2 Automati Faial Expression Reognition Sys-

tem

The system presented in this thesis is a full AFERS. Figure 5.1 demonstrates its

steps and their relationships. A speial thing about this system is that it �rst

reognizes the AUs in an image and then lassi�es these to emotions. Using this

ability, it an be extended without large modi�ation. Table 5.1 lists the AUs used

in this system. Another speial thing that di�ers from related work is the ability to

reognize emotions on the atual image without any prior knowledge. Merely the

SVMs have to be learned before tested. This an be done one. The advantage of

this approah is that this system reognizes person independent emotions beause

di�erent people are used for training.
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Table 5.1: AUs used in the system presented

AU Example Image Desription

1 Inner Brow Raiser

2 Outer Brow Raiser

4 Brow Lowerer

5 Upper Lid Raiser

6 Cheek Raiser

7 Lid Tightener

9 Nose Wrinkler

10 Upper Lip Raiser

12 Lip Corner Puller

15 Lip Corner Depressor

17 Chin Raiser

20 Lip strether

23 Lip Tightener

24 Lip Pressor

25 Lips part

26 Jaw Drop
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5.2.1 Fae Aquisition

The step of fae aquisition detets and extrats the fae region from the entire

input image. Furthermore, image normalization and region segmentation is done.

Fae Detetion

Fae detetion with the OpenCV fae detetor is the �rst step of the proposed

AFERS. The fae detetor uses the Viola-Jones algorithm [VJ01b℄ as it is imple-

mented in the OpenCV Haar feature-based asade lassi�er for objet detetion

4

. The Viola-Jones algorithm is further extended by Lienhart et al. [LM02℄

5

.

AdaBoost is used in a small modi�ation seleting the most important features.

In-plane and out-of-plane rotations are deteted to a ertain degree. The OpenCV

fae detetor v::CasadeClassi�er::detetMultiSale

6

works on gray sale images.

Hene, the input image is onverted into gray sale at �rst and then normalized

with the OpenCV histogram equalization funtion

7

. A normalization as a step

before fae detetion improves deteting results. Additionally, the output of the

OpenCV fae detetion is extended to detet the hin as well.

Multiple faes may our in the input image. For this reason, an algorithm

is developed whih hooses the losest fae for further proessing. Algorithm 2

spei�es this detetion. The OpenCV fae detetor provides a vetor of deteted

faes. The �rst element of this vetor is seleted as referene. The algorithm

ompares width and height of eah deteted fae with the referene fae. If width

and height are greater than these of the referene, the atual fae is alloated as a

new referene.

4

http://openv.willowgarage.om/doumentation/objet_detetion.html

5

http://pr.willowgarage.om/wiki/Fae_detetion

6

http://dos.openv.org/modules/objdetet/do/asade_lassifiation.html#

asadelassifier

7

http://dos.openv.org/modules/imgpro/do/histograms.html#equalizehist

http://opencv.willowgarage.com/documentation/object_detection.html
http://pr.willowgarage.com/wiki/Face_detection
http://docs.opencv.org/modules/objdetect/doc/cascade_classification.html#cascadeclassifier
http://docs.opencv.org/modules/objdetect/doc/cascade_classification.html#cascadeclassifier
http://docs.opencv.org/modules/imgproc/doc/histograms.html#equalizehist
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Algorithm 2 Detetion of the losest fae

Input:

Vetor of deteted faes ← faces

Pseudoode:

max← �rst element of faces

w
max

← width of �rst element of faces

h
max

← height of �rst element of faces

for all Faes f of faces do

w ← f.width

h← f.height

if w > w
max

∧ h > h
max

then

w
max

← w

h
max

← h

max← f

end if

end for

Closest fae ← max

Output:

Closest fae
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Figure 5.2: First region of interest (ROI1)

Image Normalization

Image normalization as a next step starts with faial size normalization. The

approahed system uses the OpenCV saling funtion

8

. The size normalization

resizes all deteted faes to 270 x 300 pixels. This size is heked as an optimal

size for not losing information and not being too tall for further operations.

Fae pose estimation and rotation handling is not treated in this thesis. An

approah to deal with this problem is desribed in the future work Setion of

Chapter 7.

Region Segmentation

Region segmentation is prediated on model-based rules. For all region segmen-

tation steps used in this system, the proportion dotrine of Leonardo da Vini is

used as foundation. With these rules, the fae an be divided into ertain parts,

as mentioned in Chapter 3. The deteted fae is segmented into two regions in

this thesis. The upper part of the fae ontains eyebrows and eyes (ROI1). The

lower part onsists of nose, mouth, and hin (ROI2). Figures 5.2 and 5.3 piture

the two ROIs. The ROIs are separated at the half size of the deteted fae.

The two ROIs are further segmented to avoid false feature point detetion.

This division ondues only to the feature point and wrinkle detetion. After

these steps, it is abolished and the feature vetors are omputed on the basis of

one whole ROI. ROI1 �rst onsists of eyebrows and eyes, as well as the hair and

fae outline. The two latter omponents distort feature detetion. The system

presented removes them by �nding a permitted zone whih inludes only eyebrows

and eyes. The same is done with ROI2 to �nd the nose and mouth. The permitted

zones are built up of faial parts shown in Figure 5.4. The regions are separated by

8

http://dos.openv.org/modules/imgpro/do/geometri_transformations.html#

resize

http://docs.opencv.org/modules/imgproc/doc/geometric_transformations.html#resize
http://docs.opencv.org/modules/imgproc/doc/geometric_transformations.html#resize
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Figure 5.3: Seond region of interest (ROI2)

the middle green line whih is loated in the half of the fae height. The permitted

zones lie

1
3 of fae height above and below the separation line.

Half of the permitted zone is omputed to split ROI1 into eyebrows and eyes.

Components above this line pertain to the eyebrows. Components below the line

form the eyes. The same division is done in ROI2. Figures 5.6 and 5.7 show

lines and omponents of eah ROI. Splitting the zones at half height omes from

the geometrial approah of Leonardo da Vini as well as the ROI segmentation.

Figure 5.5 illustrates the division omputing. As desribed above, the fae is �rst

divided at half height. One third of fae height above and below this line are the

boundaries of the permitted zones. Both zones are divided at half of their height.

In order to �nd wrinkles in the fae, faial omponents are further split. The

most obtrusive wrinkles whih provide information about emotion our between

the eyebrows as well as between the mouth and nose. This information is gained by

observation of the emotions presented in the database. Relying on the model-based

approah, the wrinkle zones are loated as Figure 5.8 visualizes.
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Figure 5.4: Permitted zones in the fae

Figure 5.5: Division omputing of the fae into ROIs and their omponents
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Figure 5.6: Division of ROI1 into eyebrows and eyes

Figure 5.7: Division of ROI2 into nose and mouth

Figure 5.8: Zones in the fae where wrinkles are deteted
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5.2.2 Faial Feature Detetion, Extration and Representa-

tion

This step of the system detets faial feature points and extrats faial parameters.

A feature vetor assembles these parameters to represent a faial expression.

Faial Feature Points

As desribed in Chapter 3, Zhang et al. [ZJZY08℄ spei�ed the relationship be-

tween the distanes of the MPEG-4 standard and the AUs of FACS. On the basis

of the 16 AUs used in this system, Table 5.2 shows whih of the feature points are

relevant for this approah. Considering the fat that this thesis regards eah ROI

separately, some distanes of Zhang et al. have to be modi�ed. This is desribed

in the Setion of faial feature representation in this Chapter. Furthermore, this

system does not use the points 3.5 and 3.6 whih are loated in the enter of the

pupil. The points 5.3 and 5.4 are the left and right heek bone. These points are

also not used, and raising heeks is measured another way. At last points 9.13 and
9.14 whih lie on the lower edges of the nose bones are not employed.

The introdued AFERS uses 19 faial feature points of the MPEG-4-standard.

Figure 5.9 visualizes the used feature points on a piture of the standard. Figure

5.10 shows the same points on a person of the database used in this system.

Figure 3.7 of Chapter 3 shows the feature points of the MPEG-4 standard. The

standard spei�es point 4.3 and 4.4 as the uppermost point of the eyebrow [PF02℄.

It de�nes the x-oordinate of point 4.4 as

4.4.x =
(4.2.x+ 4.6.x)

2
(5.1)

or the x-oordinate of the uppermost eyebrow point, for 4.3.x equivalent. The

introdued system utilizes the �rst de�nition. Equation 5.1 de�nes point 4.4 to lie
in the middle of point 4.2 and point 4.6 onsidering the x-axis. The seond de�ni-

tion may evoke errors espeially onsidering the sad emotion where the uppermost

point may be equal to the innermost point.

This approah onsults both eyebrows and both eyes although all seven faial

expressions are symmetri. Feature points are deteted automatially and this

may evoke errors. To avoid deteting errors, the system handles both sides. The

orresponding parameters are ompared and the median omputed. Experiments

show if this approah ahieves more aurate results than without this omparison.
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Figure 5.9: Marking of the MPEG-4 feature points used in this system on a piture as

presented in [CH06℄

Figure 5.10: Marking of the MPEG-4 feature points used in this system on a person

of the database
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Figure 5.11: Canny and Closing exeuted on ROI1

Figure 5.12: Canny and Closing exeuted on ROI2

Faial Feature Detetion and Extration

In the seond step, faial feature detetion, extration, and representation are done.

The following part desribes the methods used for every step. First, the feature

points have to be deteted in the fae.

ROIs are onverted into a binary image and edges are deteted by the OpenCV

Canny funtion

9

for image preproessing. Contour enhanement is ahieved by

the morphology losing funtion

10

. Figures 5.11 and 5.12 show the result of both

funtions.

The OpenCV �ndContours algorithm

11

provides every ontour deteted by the

Canny operator. The algorithm was developed by Suzuki et al. [SA85℄ in the year

1985. Contours are deteted by boundary traing. Figures 5.13 and 5.14 show the

resulting images of ROI1 and ROI2.

9

http://dos.openv.org/modules/imgpro/do/feature_detetion.html#anny

10

http://dos.openv.org/modules/imgpro/do/filtering.html#morphologyex

11

http://dos.openv.org/modules/imgpro/do/strutural_analysis_and_shape_

desriptors.html#findontours

http://docs.opencv.org/modules/imgproc/doc/feature_detection.html#canny
http://docs.opencv.org/modules/imgproc/doc/filtering.html#morphologyex
http://docs.opencv.org/modules/imgproc/doc/structural_analysis_and_shape_descriptors.html#findcontours
http://docs.opencv.org/modules/imgproc/doc/structural_analysis_and_shape_descriptors.html#findcontours
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Figure 5.13: FindContours algorithm exeuted on ROI1

Figure 5.14: FindContours algorithm exeuted on ROI2

An algorithm is developed to remove hair whih may our in the permitted

zone of ROI1. Algorithm 3 spei�es the detetion of permitted ontours in one

ROI. Every ontour is tested if the majority of its points lie in or beyond the

permitted zone. By means of this algorithm, hair is removed and eyebrows or eye

wrinkles whih poke out of the zone are tolerated. Figures 5.15 and 5.16 visualize

the permitted zones of ROI1 and ROI2.

Remaining faial omponents are lassi�ed by means of the model-based ap-

proah desribed above. In order to detet and analyze transient features, the

wrinkle regions of the two ROIs are extrated as well. At this point, the fae on-

sists of ontours belonging either to the left eyebrow, right eyebrow, left eye, right

eye, wrinkles between the brows, nose, mouth or to the wrinkles between nose and

mouth. Faial features are deteted on eah of these omponents. Figures 5.17 and

5.18 illustrate the faial omponents of ROI1 and ROI2. The upper omponents

are olored in purple and the lower ones in blue. Wrinkles whih lie in the wrinkle

zones visualized by orange retangles are olored in yellow. The red line marks

the division line by whih the omponents are separated. Green olored ontours

are not onsidered in next steps. Thereby, small omponents like birthmarks or
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Algorithm 3 Detetion of permitted ontours in one ROI

Input:

Vetor of deteted ontours ← contours

Permitted zone ← zone

Pseudoode:

Counter of points of one ontour ← counter

for all Contours c of contours do

counter ← 0
for all Points p of c do

if p.x ≥ zone.x ∧ p.x ≤ zone.x+ zone.width then

if p.y ≥ zone.y ∧ p.y ≤ zone.y + zone.height then

counter ← counter + 1
end if

end if

end for

if counter > contours.size ∗ 0.5 then
Permitted ontour ← c

end if

end for

Output:

Permitted ontour
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Figure 5.15: Permitted zones de�ning permitted ontours of ROI1

Figure 5.16: Permitted zones de�ning permitted ontours of ROI2

impurities are eliminated. A threshold is hosen by experiments to regulate false

ontours. Merely ontours with over nine points provided by the �ndContours

algorithm are lassi�ed to faial omponents. In an analogous manner, ontours

are assoiated with wrinkles. Merely ontours whih onsist of over 40 points and

whih are loated in the wrinkle zones are lassi�ed as wrinkles.

After the extration of all faial omponents, feature points are deteted on

eah. This paragraph provides an example of the geometri-based feature dete-

tion. To detet point 4.4 in the fae, the uppermost point in the region of the right

eyebrow is found. Therefore, the lowest value on the y-axis is omputed running

through all ontours belonging to this omponent. Algorithm 4 spei�es the dete-

tion of point 4.4. At this point of omputation, the feature points 4.2 and 4.6 are

known. First, any point of the eyebrow is alloated to point 4.4 and the y-value

is de�ned as the number of olumns in the image matrix. Thereby, the referene

point is a point anywhere on the x-axis with a maximum y-value. For every point

on the ontours of the right eyebrow, the x-value is observed to lie in the middle of

the two outer eyebrow points 4.2 and 4.6. A variane of two ensures that at least
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Figure 5.17: Extrated faial omponents and wrinkles of ROI1

Figure 5.18: Extrated faial omponents and wrinkles of ROI2

one point is found. The y-value of this point is ompared to the referene point.

Thus, the point with a minimum y-value is found.

Figures 5.19 and 5.20 show the deteted feature points of ROI1 and ROI2.

Figure 5.21 illustrates the same feature points marked manually for a omparison

of exatness. The olors serve as auxiliary means for the omparison.
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Algorithm 4 Detetion of feature point 4.4

Input:

Contours of right eyebrow ← eyebrow
right

Point 4.2← p
42

Point 4.6← p
46

Pseudoode:

p
44

← �rst point of �rst ontour

p
44

.y ← number of olumns in the image

for all Contours c of eyebrow
right

do

for all Points p of the ontour c do

if p.x ≤ 0.5 ∗ (p
42

.x+ p
46

.x) + 2 ∧ p.x ≥ 0.5 ∗ (p
42

.x+ p
46

.x)− 2 then
if p.y < p

44

.y then

p
44

← p

end if

end if

end for

end for

Output:

Point 4.4← p
44
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Figure 5.19: Deteted feature points of ROI1

Figure 5.20: Deteted feature points of ROI2
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Figure 5.21: Feature points of a fae
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Faial Feature Representation

As desribed in Chapter 3, Esau et al. [EWKK07℄ suggested the method to repre-

sent a fae only with angles as robust against individual hanges. This approah

is ompared to distane parameters whih are used ommonly.

The �rst approah uses only distanes as parameters. These distanes are

between the feature points deteted in the step before. In the proposed system,

16 AUs are used for emotion lassi�ation. Table 5.2 shows relevant distanes for

deteting these AUs. Distane d
n

.x is measured in the x-diretion and d
n

.y in the

y-diretion of the same two points.

There are nine basi distanes. Five distanes on the seond faial half serve

either as a omparison or as further distane parameters. Figure 5.22 illustrates the

distanes of the fae. Although the distanes are measured in the x or y diretion,

for simpli�ation the �gure shows one straight line per distane. Distanes with

the same olor are symmetrial. The olor indiates the name of the distane

whih an be seen in the legend. All names with assoiated omputation an be

found in Table 5.2. Seven distanes are modi�ed from Zhang et al. to �t to the

requirements of this system. The approah presented utilizes distanes in eah

ROI. The ROIs are onsidered separately. For AU5 and AU7, the entire eye height

is used. It is omputed by means of distanes d
31

and d
32

. AU10 and AU12 are

measured only in ROI2. The omputation of AU24 is simpli�ed by omputing only

d
61

. Furthermore, AU6, AU9, and AU17 are basially treated as wrinkles. Only

partiular distanes are used to improve wrinkle detetion results.

The appearane of wrinkles is represented as a 1-0-state. This means the

wrinkles are either present or absent like in the reognition system of Tian et al.

[TKC01, TKC05℄.

The seond approah uses only angles as parameters. The feature points stay

the same, but this time no distanes are measured. Six basi angles are extrated

on the basis of the angles of the approah of Esau et al. [EWKK07℄. One additional

angle helps to avoid errors. Five angles on the seond faial half serve either as

a omparison or as further angle parameters. Figure 5.23 illustrates the angles of

the fae.

The positions of the angles A
0

, A
2

, and A
4

from Esau et al. are adopted. The

angle a
51

of the system presented mathes A
0

. a
01

and a
02

are onsistent with A
2

.

The angles a
41

and a
42

orrespond to A
4

. The other angles are hosen to detet

relevant information about the 16 AUs. For example, the emotion fear does not

always imply an open mouth. Furthermore, Esau et al. utilized no angle to detet

open eyes in a surprised faial expression. The system introdued provides this

information by omputing the angles a
21

, a
22

, a
31

, and a
32

.
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d01, d02

d11, d12

d21, d22

d31, d32

d41x, d42x, d41y, d42y

d51

d61

d71

d81

Figure 5.22: Distane parameters of a fae

Angles are omputed by means of dot produt between two vetors. The vetors

are omputed on distanes between feature points. Figure 5.24 visualizes this

relationship.

For the omputation of the angle a′, a funtion is developed whih reeives

three objets of OpenCV Point

12

as parameters. The �rst point P
1

should be the

starting point of the two vetors. The angle at this orner will be omputed. With

the seond and third parameter P
2

and P
3

, both vetors a = P
1

P
2

and b = P
1

P
3

are alulated. The algorithm omputes the dot produt of both vetors and eah

magnitude. The funtion to alulate the angle from these values is as follows:

a′ = arccos

(

cos

(

a·b

|a| ∗ |b|

))

(5.2)

The approah presented utilizes angles in eah ROI. The ROIs are onsidered

separately. As in the �rst approah, the appearane of wrinkles is represented as

a 1-0-state.

The output of both approahes is a feature vetor whih represents the atual

faial expression. This feature vetor will be analyzed in the next step.

Both approahes of feature representation are tested to work without use of a

referene fae. A ommon method is to use the neutral expression as a referene,

12

http://dos.openv.org/modules/ore/do/basi_strutures.html#point

http://docs.opencv.org/modules/core/doc/basic_structures.html#point
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a01, a02

a11, a12

a21, a22

a31, a32

a41, a42

a51

a61

Figure 5.23: Angle parameters of a fae

as it is done in [EWKK07℄. With this method, the extrated parameters are

ompared to the parameters on the neutral fae. The advantage of this method

is that emotions of even very diverse people are reognized. Fasel et al. [FL03℄

pointed out that wrinkles whih appear permanently in the fae are not deteted

as transient features by means of a referene image. With this ability, a person

with pronouned frown lines is not wrongly analyzed as angry or disgusted. On

the other hand, a disadvantage of this method is that the neutral fae has to be

learned for every person who will be analyzed. Hene, emotion reognition needs

more time and does not work on strangers. In addition, a database has to be

built up for the system to save neutral faes. Otherwise the system has to learn

the neutral expression of every person every time new. Without required neutral

faes, the neutral expression is handled like every other emotion. Furthermore, the

system reognizes emotions like humans. If a person has pronouned frown lines,

another person would onsider him as angry although he is not. If a person has

a friendly neutral fae with raised lip orners, another person would onsider him

as happy although he is in a neutral mood. In this thesis, a system is developed

whih behaves like humans looking at strangers and reognizes the urrent emotion

without any previous knowledge.



5.2. AUTOMATIC FACIAL EXPRESSION RECOGNITION SYSTEM 65

P

P

P

a

b

a’

2

31

Figure 5.24: Relationship between three points, two vetors and an angle
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Table 5.2: Distanes between Feature Points and AUs used in this Thesis

Distanes Distane of Two Feature Points AU

d
01

d
02

D
y

(4.2, 3.8)
D

y

(4.1, 3.11)
AU1

d
21

d
22

D
y

(4.6, 3.12)
D

y

(4.5, 3.7)
AU2

d
01

d
02

d
11

d
12

D
y

(4.2, 3.8)
D

y

(4.1, 3.11)
D

x

(4.4, 3.8)
D

x

(4.3, 3.11)

AU4

d
31

d
32

D
y

(3.4, 3.2)
D

y

(3.3, 3.1)
AU5

d
31

d
32

D
y

(3.4, 3.2)
D

y

(3.3, 3.1)
AU6

d
31

d
32

D
y

(3.4, 3.2)
D

y

(3.3, 3.1)
AU7

d
41

.y

d
42

.y

D
y

(8.4, 9.15)
D

y

(8.3, 9.15)
AU9

d
51

D
y

(8.1, 9.15) AU10

d
41

.y

d
42

.y

d
41

.x

d
42

.x

D
y

(8.4, 9.15)
D

y

(8.3, 9.15)
D

x

(8.4, 9.15)
D

x

(8.3, 9.15)

AU12

d
41

.y

d
42

.y

D
y

(8.4, 9.15)
D

y

(8.3, 9.15)
AU15

d
71

D
y

(8.2, 9.15) AU17

d
81

d
81

d
71

D
x

(8.4, 8.3)
D

x

(8.3, 8.4)
D

y

(8.2, 9.15)
AU20

d
81

d
81

D
x

(8.4, 8.3)
D

x

(8.3, 8.4)
AU23

d
61

D
y

(8.2, 8.1) AU24

d
61

d
71

D
y

(8.2, 8.1)
D

y

(8.2, 9.15)
AU25

d
61

d
71

D
y

(8.2, 8.1)
D

y

(8.2, 9.15)
AU26
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5.2.3 Faial Expression Reognition

The presented two-phase system �rst reognizes AUs in the fae and then interprets

the emotion from them.

AU Reognition using SVMs

The faial feature extration delivers two di�erent feature vetors of one fae. The

�rst vetor ontains all parameters belonging to the �rst ROI. The seond in-

ludes the parameters of ROI2. One feature vetor is analyzed by one SVM. The

advantage of this approah is the modularity, as desribed by Bettadapura et al.

[Bet12℄. They pointed out that the failure of one lassi�er does not imply a wrong

lassi�ation. Therefore, olusion errors an be avoided.

The �rst parameter vetor is the input of a seven-lass SVM. The seond vetor

is lassi�ed by a seond seven-lass SVM. Seven lasses indiate seven emotions.

Six AUs of the 16 used in this thesis lie in ROI1. AU 9 belongs to both ROIs.

The other nine are loated in ROI2. Eah SVM lassi�es eah assigned vetor

to a spei� AU or to an AU-ombination. The output of the �rst SVM an be

either 0, 6, 9, 14, 125, 457, or 1245, related to the AUs of ROI1 for every emotion.

The numbers are omposed of single AUs where 14 does not mean AU14, but AU1

+ AU4. The output of the seond SVM an be either 0, 26, 1225, 1517, 2025,

91025, or 172324. The ombinations an be seen in Table 5.3. AU ombinations

are handled as one AU like in the systems summarized in [TKC01℄, for example

[DBH

+
99℄. This is done beause the database used in this thesis does not provide

single AU images. Only ombinations an be trained and tested.

The AUs whih an be reognized in this system are only a part of the whole

mass of FACS. To ahieve aurate performane, only these AUs are onsidered

whih onstrut the six basi emotions. Langner et al. [LDB

+
10℄ de�ned 16 AUs

whih represent the six emotions the best. Table 5.3 shows this assignment. The

neutral expression onsists of no AU (AU0) beause the fae is relaxed and no

musle movement takes plae.

Table 5.4 lists the wrinkle-states of both ROIs for eah emotion. The states

are gained by observation.

For implementation of the introdued approah, the OpenCV SVM funtion

13

is used. It is based on LibSVM, a library for support vetor mahines [CL01℄.

As desribed above, the output of eah SVM in the presented system is a set

of AU-odes, for example 1245. Altogether, AU reognition provides two sets of

odes. The �rst de�nes the AUs deteted in ROI1 and the seond onsists of the

AUs deteted in ROI2. These two vetors of AU-odes are passed to the emotion

interpretation step.

13

http://dos.openv.org/modules/ml/do/support_vetor_mahines.html

http://docs.opencv.org/modules/ml/doc/support_vector_machines.html
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Table 5.3: 16 AUs representing basi emotions

Emotion AU-odes of ROI1 AU-odes of ROI2

Neutral AU0 A0

Happy AU6 AU12 + AU25

Surprised AU1 + AU2 + AU5 AU26

Sad AU1 + AU4 AU15 + AU17

Fearful AU1 + AU2 + AU4 + AU5 AU20 + AU25

Angry AU4 + AU5 + AU7 AU17 + AU23 + AU24

Disgusted AU9 AU9 + AU10 + AU25

Table 5.4: Wrinkle states representing basi emotions

Emotion Wrinkle-state of ROI1 Wrinkle-state of ROI2

Neutral 0 0

Happy 0 1

Surprised 0 0

Sad 0 0

Fearful 0 0

Angry 1 0

Disgusted 1 1
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Emotion Interpretation

Faial expression interpretation lassi�es reognized AUs into emotions. As men-

tioned before, this thesis fouses on the six basi emotions plus the neutral fae. As

desribed in Chapter 3, there are ertain methods whih an be used to lassify in-

put vetors of AU-odes. Langner et al. [LDB

+
10℄ presented a rule-based method

for expression lassi�ation. They assigned sets of AUs to eight emotions. As their

database is used in this thesis, the mapping algorithm for emotion interpretation

is reated on the basis of this database. Figure 5.25 illustrates eah emotion with

respetive AUs. Table 5.3 summarizes the sets of AUs for every emotion overed

in this thesis.

A third SVM is used to avoid alloation errors. The SVM is trained with the

mapping rules of Langner et al. mentioned above. It reeives the AU vetors as

input and de�nes the emotion. With the SVM, a wrong lassi�ation of one of the

former SVMs should be handled orretly. For example, the output of the SVM of

ROI1 is atually wrong, but the output of the SVM of ROI2 is aurately. However,

the third SVM should lassify the AUs orretly. The reognized emotion should

be orret more times than the output of rule-based methods. SVMs lassify the

input vetor to the most probable emotion. Experiments test this assumption in

the next Chapter. Additionally, there is always an emotion output on the basis of

a SVM, whereas a rule-based method may output no emotion when a mathing is

not found. The usage of this system in robotis should always guarantee an output

whih is most probable. An output supposably is better than no output.

ROI1 and ROI2 are analyzed in regard to their AUs in the AU reognition.

Finally, the emotion interpretation assembles the AU vetors of eah ROI. This

entire feature vetor is then lassi�ed with the third SVM to a spei� emotion.
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Figure 5.25: Mapping of AUs to emotions by [LDB

+
10℄
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Classi�ation Example

This paragraph gives an example in order to understand the outputs and ombi-

nations of the three SVMs used for AU reognition and emotion interpretation.

The �rst SVM reeives parameters of ROI1 whih orrespond to the ombina-

tion AU1 + AU2 + AU4 + AU5. Hene, the output is 1245. In ROI2, parameters

are extrated whih are assigned to the ombination AU20 + AU25. Thus, the

output of the seond SVM is the label 2025. The two outputs are used to �ll a

new feature vetor v.

v = 1, 2, 4, 5, 20, 25 (5.3)

This vetor v is �lled with zeros to have the same length over all emotions.

In this example, a zero is plaed on the bak of v. Four AUs an maximal be

reognized in ROI1 and three in ROI2. If there were an AU-ombination of only

three AUs be reognized in ROI1 in this example, a zero would be plaed behind

the AUs of ROI1. The resulting vetor of the example mentioned above is as

follows:

v = 1, 2, 4, 5, 20, 25, 0 (5.4)

The last SVM reeives vetor v as input. It is trained on the basis of the

mapping of the database whih an be seen in Figure 5.25. Hene, the SVM

should lassify v as fearful.
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5.3 Graphial User Interfae

The user has to start the launh�le start.launh of the ROS node emre to use or

work with the introdued system. It starts a graphial user interfae (GUI). This

appliation onsists of four views.

In the �rst view, the user loads an image into the appliation. The input

image is shown in the GUI. The reognized expression is displayed below the

image. Additionally, omputation time of emotion reognition appears.

The seond view is a detailed view. The user an see output images of several

steps of the system. The �rst image is the input image. The seond shows the

output of fae detetion. Next images are eah divided in ROIs. Normalized ROIs

are shown as well as the preproessing step with Canny and Closing. Additionally,

results of the �ndContours algorithm are illustrated. The next images visualize the

permitted zones with permitted ontours. The penultimate images demonstrate

the division of eah ROI to �nd faial omponents and wrinkles. The last frames

display deteted faial feature points.

The third view is used for training mode. The user an load a diretory where

training images are loated. The status of training is displayed. After training,

the number of images and omputation time appear.

An evaluation of the system an be done in the last view. The user an load a

diretory with testing images. Status and result of evaluation is displayed. After

testing, the number of images and omputation time appear.

Appendix B presents sreenshots of the GUI.

Appendix E desribes an installation and user guide.

5.4 Summary

The reognition system developed in this thesis is fully automati. It detets 19

faial feature points on stati input images. Furthermore, it di�erentiates between

permanent and transient features and detets both types. Transient features are

represented in a 1-0-state. Permanent features are represented as distanes and

angles between the feature points. These parameters on the fae are lassi�ed as

AUs. By means of the reognized AUs, a set of AU-odes is lassi�ed as one of

seven emotions. The system works without a referene image.

The next Chapter ontains experiments and results of the presented AFERS.

Further information about the database is given. The two types of parameters are

evaluated and the most e�etive method is seleted.
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Experiments and Results

This Chapter ontains experiments and results of the presented approah.

Several experiments ompare the distane-based approah with the angle-based

approah. The approah providing best results is used to analyze the whole ap-

proah. These results shown in diagrams and tables are ompared to results of the

related systems mentioned in Chapter 3.

6.1 Database

The funtionality needs to be tested on a presentable database in order to ompare

the introdued system. It is useful to utilize a database whih is used in many

other systems. Thus, the results are easy to ompare with those of others.

Table 6.1 desribes ommon databases for faial expression reognition. The

most ommon database is the Cohn Kanade Database (CK or CK+) [KCT00,

LCK

+
10℄ whih was developed in 2000 and extended in 2010. Panti et al. [PP05℄

desribed disadvantages of the CK. CK and CK+ ontain only image sequenes

and thus are not suitable for the system presented. The MMI Faial Expression

Database [PVRM05℄ has ertain advantages like AU and emotion labeling, but does

not inlude out-of-plane rotations. Rotations are not handled in this thesis but

are a main part of future work. Not only is the Japanese Female Faial Expression

Database [LAKG98℄ not up-to-date, it only ontains images of Japanese women.

Training and testing with this database would be biased. The Radboud Faes

Database (RaFD) [LDB

+
10℄ is a quite novel database and hene not very often

used in emotion reognition systems to date. Nevertheless, it seems to be optimal

for the introdued system.

73
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Table 6.1: Databases for emotion reognition

Database Images / Se-

quenes

Posed / Non-

posed

AUs / Emo-

tions

Details

Cohn Kanade

Database

CK, 2000,

[KCT00℄

Sequenes Posed expres-

sions

AUs of six ba-

si emotions

486 videos, 97

subjets

Cohn Kanade

Database

Extension

CK+, 2010,

[LCK

+
10℄

Sequenes Posed and

non-posed

expressions

AUs and la-

bels of seven

emotions

593 videos,

126 subjets

Radboud

Faes

Database

RaFD, 2010,

[LDB

+
10℄

Images Posed expres-

sions

AUs and la-

bels of eight

emotions

8040 images,

67 subjets

MMI Faial

Expression

Database,

2005,

[PVRM05℄

Images and

sequenes

Posed expres-

sions

AUs and la-

bels of emo-

tions

740 images,

848 videos, 19

subjets

Japanese

Female Faial

Expression

Database

JAFFE, 1998,

[LAKG98℄

Images Posed expres-

sions

Seven emo-

tions

219 images,

10 subjets
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Figure 6.1: Three di�erent gaze diretions of the RaFD

Figure 6.2: Five di�erent fae rotations of the RaFD

The introdued approah works with rigid images. The RaFD, presented by

Langner et al. [LDB

+
10℄, is a new database with ertain advantages. It was

developed in 2010 at the Radboud University Nijmegen in Netherlands. It onsists

of 8040 stati images. A number of 67 various models show faial expressions: 20

Cauasian male adults, 19 Cauasian female adults, four Cauasian male hildren,

six Cauasian female hildren and 18 Moroan male adults. Trained by a FACS

oder, eah model shows eight di�erent expressions: happy, surprised, fearful, sad,

disgusted, angry, neutral as well as ontemptuous. Appendix C inludes several

images of the seven emotions used in this thesis. Langner et al. presented every

model of the database showing every expression in three di�erent gaze diretions:

left, frontal, and right. Figure 6.1 illustrates them. Five di�erent amera angles

demonstrate fae rotations. They an be seen in Figure 6.2. All models trained

with the FACS manual and were observed by erti�ed FACS experts. Langner

et al. used �ve Nikon ameras with 10 to 12 mega pixels. All images have the

size 1024x681 and are olored. The images are labeled with the emotion presented

and further information whih is not used in this thesis. Everything an be found
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Table 6.2: Partitions evaluated of the database

Number Training Testing

1 40% 60%

2 45% 55%

3 50% 50%

4 55% 45%

5 60% 40%

in support material for the database. The targeted AUs for every emotion are

displayed in Figure 5.25 of Chapter 5.

It is important to verify the reliability of the database and the FACS oding

[TKC05℄. The shooting of the RaFD was observed and the models were oahed

by a FACS speialist [LDB

+
10℄. All emotions presented were based on prototypes

of FACS. Hene, the required reliability of ground truth is given.

All 57 adults looking frontal are onsidered for the introdued system. This

implies Cauasian women, Cauasian men, and Moroan men. Altogether 399

images are used for training and testing.

6.2 Experiments

The experiments are made on the RaFD. The SVMs have to be trained to test

the two methods of representing faial parameters. Therefore, several images are

extrated from the database for training and testing. The perentage di�ers to

investigate how results hange. Table 6.2 shows proved partitions of the database.

For the analysis of the system, images are hosen at random. It is ensured that

every emotion is trained and tested with equal quantity. For example, 50% training

images and 50% testing images imply 29 persons used for training set and 28 for

testing set. Hene, the emotion presentation of one person is not split.

6.2.1 Training and Testing

This Setion explains training and testing mode of the system presented. Both

modes are neessary for analysis.

Training

The introdued AFERS possesses a training mode. Figure 6.3 illustrates the train-

ing �ow. All images loated in a spei�ed diretory are read in. Emotion reogni-

tion starts for eah image. A fae is deteted, normalized, and segmented in ROIs.
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Figure 6.3: Training mode of the AFERS presented

Feature points are loalized and both types of parameters extrated. A total of

four feature vetors store the parameters of both types and both ROIs. Altogether,

�ve feature vetors are initialized with the parameter data of the aforementioned

four vetors plus emotion data for the last SVM. Another �ve vetors are initialized

with the label data. The system reeives emotion data and label through names of

images. All images should ontain the orret emotion label in their name. Thus,

the label vetor for the third SVM is �lled. Corresponding AU-odes are stored in

the data vetor by means of the label. The system determines orret AU-odes

with the help of the mapping of RaFD, see Figure 5.25 of Chapter 5. These AU-

odes for a spei� emotion are used to �ll the label vetors of ROI1 and ROI2 of

both parameter types. The assoiated data vetors store the extrated parameters,

as mentioned above. The SVM for lassi�ation of distane parameters of ROI1

is trained with label vetor and data vetor. Aordingly, the SVM for ROI2 is

trained. Both SVMs for lassi�ation of angle parameters are trained respetively.

The SVM for emotion lassi�ation is trained with label vetor and data vetor of

emotion information.



78 CHAPTER 6. EXPERIMENTS AND RESULTS

Face Detection Region Segmentation
Normalization of

Contrast and Lighting
Normalization

of Scale

° Face Pose
Estimation

Feature-based
Feature Extraction

Feature Representation

Feature Points

Wrinkles

Distances

Angles

SVM Muscle Movement
(AU) Recognition

SVM Emotion
Interpretation

IMAGE

ROI1 ROI2

° not yet implemented

execution per ROI
Feature Vector
of Distances

Feature Vector
of Angles

Feature Vector of AU-codes for ROI1

Feature Vector of AU-codes for ROI2

execution per ROI

EMOTION

execution per parameter type

Figure 6.4: Testing mode of the AFERS presented

Testing

The presented system possesses an evaluation mode. Figure 6.4 illustrates testing

�ow. Testing images are plaed in a spei�ed diretory and read in the system.

Eah image runs through the testing �ow. A fae is deteted, normalized, and

segmented in ROIs. Feature points are loalized and both types of parameters

extrated. These parameters are passed to the AU reognition step. Eah ROI

provides one feature vetor of distanes and one of angles. The AU reognition

outputs one vetor of AU-odes per ROI and per parameter type. The vetors

of AU-odes are passed to the emotion interpretation step. Both vetors of ROI1

and ROI2 are ombined and lassi�ed to one emotion. Altogether, the AFERS

provides two emotions as output. One is generated by distane parameters and

one by angle parameters. The evaluation mode ompares reognized emotions to

the emotion label in the name of the input image. All images should ontain

the orret emotion label in their name. By means of this ompromise, preision,

reall, spei�ity, and auray are omputed.
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6.2.2 Fae Detetion

The OpenCV fae detetor is tested on ertain images. It provides robust results

on straight frontal faes. In-plane rotated faes are mostly deteted up to 25

◦
.

Several faes are deteted with out-of-plane rotations of 45

◦
, but the majority of

faes is disregarded. The fae detetor delivers good results for the atual AFERS.

For future work with rotated faes, the fae detetor should be extended.

6.2.3 Feature Point Detetion

Figure 6.5 illustrates results of faial omponent division and feature point dete-

tion. The images are hosen at random. From left to right, eah fae is split into

faial omponents and feature points are deteted on these parts. Features are

desribed from the point of view of the person.

The �rst image expresses anger. The system separates ROI1 optimally. In

ROI2 a fration of the nose is lipped and seems to be a wrinkle. A threshold makes

sure that small frations are not ounted among wrinkles. Feature point detetion

performs nearly optimal. The lowermost point of the mouth, whih is point 8.2
of the MPEG-4 standard, is not deteted orretly. The OpenCV �ndContours

algorithm provides linked points of a ontour. If the ontour is approximated as

a straight line, no points are loated on the linear slope. Hene, no feature points

an be deteted on this line.

The seond fae expresses disgust. The lower lip ontour lies outside the per-

mitted zone. Hene, the mouth height is extrated shorter as it atually is. The

left wrinkle of the person strethes to the sides of the mouth. Additionally, the per-

son has a birthmark on the right side of his mouth. It is too large to be avoided by

the spei�ed threshold of the system. Hene, both outer feature points are shifted

and moth width is extrated as being longer as it truly is. The lowermost point

of the left eye of the person, point 3.3, is wrongly loated on a skin fold under the

eye.

The next fae expresses happiness. The lower lip ontour is not deteted by

the �ndContours algorithm. Hene, point 8.2 is extrated as the inner point of

the lower lip. Furthermore, the nose point 9.15 is not deteted as the lowermost

point. However, on this example this point �ts better than the lowermost point of

the nose ontour, whih is atually evoked by shadow.

The next image of these examples expresses the neutral emotion. The lower

lip ontour lies outside the permitted zone. Additionally, the lowermost ontour

is approximated as a straight line. Hene, point 8.2 is wrongly deteted too high.

The penultimate image shows a happy fae. The eyebrows streth to the sides

of the eyes and poke out of the eyebrow zone. Thereby, both outer points of the
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eyes are loated too high. Point 3.3 is wrongly loated on a skin fold under the

eye.

The ultimate fae expresses sadness. By reasons of dark hair and shadow be-

tween and under the eyebrows, there are wrinkles deteted misleadingly in ROI1

and feature points are shifted. The upper lip ontour lies above the splitting line

and ounted among the nose. Both middle lip points are loated side by side,

beause above and underneath are just straight lines. This falsi�es parameters ex-

trated essentially. Not trained, the emotion is reognized by distane parameters

as angry. In an angry fae, lips are tightened and pressed, and wrinkles are present

in ROI1.

These examples indiate, that in ertain ases the lower lip ontour is not linked

with the entire mouth and hene not deteted beause it lies outside the permitted

zone. Thereby, the mouth height is measured as being shorter than it atually is.

The presene of shadow in�uenes feature point detetion, espeially under the

eyes and between the eyebrows and eyes. Thereby, the innermost points of the

eyebrows and the lowermost points of the eyes are deteted too far downwards.

In general, faial omponent division and feature point detetion provide sta-

ble results. In most ases, feature points are deteted nearly optimal position.

Splitting faial ontours by means of a model-based approah delivers faial parts

aurately. Sometimes frations of ontours are lipped wrongly. However, the

system presented is able to handle small frations orretly.
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Figure 6.5: Results of faial omponent division and feature point detetion



82 CHAPTER 6. EXPERIMENTS AND RESULTS

6.2.4 Distane and Angle Parameters

This Setion analyzes the system introdued in ertain ases. The extration of

distane and angle parameters ahieve di�erent results.

Parameter Saling

Hsu et al. [HCL08℄ asserted that it is important to sale parameters prior to

lassi�ation. They advised a range of [-1, +1℄ or [0, 1℄. Parameters of training

and testing have to be saled equally. Distane parameters of the system presented

range from 0 to 250. Hene, all data is divided by 250. The wrinkle state is either

0 or 250, so that after saling it is either 0 or 1. Angle parameters of the system

range from 0 to 360 maximum. Hene, all data is divided by 360. The wrinkle state

is either 0 or 360, so that after saling it is either 0 or 1. On evaluation partition

number 5 of Table 6.2, auray is 60.87% when working with saled distane

parameters and 43.48% when working with saled angle parameters. Without

saling it is 57.76% based on distane parameters and 42.86% based on angle

parameters. Hene, the feature vetors of both parameter types are saled before

training and testing. Saling the feature vetor of AUs does not improve results

of the last SVM.

Symmetri Parameters

As desribed in Chapter 5, this approah onsults both sides of the fae, although

all seven faial expressions are symmetri. The average auray over all partitions

evaluated is omputed. Distane and angle parameters ahieve better results with-

out a omparison with the symmetri parameters. Averaging and hene reduing

the number of distane parameters provides an auray of 56.72%. Passing all

distane parameters of the fae to the SVMs provides an auray of 60.21%. The

two approahes on angle parameters provide auraies with a di�erene of 0.09%.

Hene, the symmetri parameters are not used for omputing averaged parameters,

but as further parameters.

SVM Parameters

The SVMs are trained with the OpenCV train_auto funtion

1

. Parameters are

hosen automatially. Wagner et al. [Wag12℄ presented a guide for mahine learn-

ing with OpenCV. They reommend to use the train_auto funtion for OpenCV

versions after 2.0. Additionally, they explained that the approah to �nd optimal

1

http://dos.openv.org/modules/ml/do/support_vetor_mahines.html#

vsvm-train-auto

http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-train-auto
http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-train-auto
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Table 6.3: Parameters automatially hosen to be optimal for 238 training images

SVM C γ

ROI1 (d) 62.5 0.50625

ROI1 (a) 62.5 0.50625

ROI2 (d) 312.5 0.50625

ROI2 (a) 62.5 0.50625

Emotion 0.5 0.00225

Table 6.4: Parameters automatially hosen to be optimal for 217 training images

SVM C γ

ROI1 (d) 62.5 0.50625

ROI1 (a) 312.5 0.50625

ROI2 (d) 62.5 0.50625

ROI2 (a) 312.5 0.50625

Emotion 0.5 0.00225

parameters is based on grid-searh and k-fold ross-validation. More detailed infor-

mation an be found in [HCL08℄. In the proposed system, training of 60% images

provokes parameters C and γ to be as shown in Table 6.3. SVM �ROI1 (d)� means

the SVM whih reeives distane parameters of ROI1. SVM �ROI2 (d)� represents

the SVM reeiving distane parameters of ROI2, for �(a)� equivalent. �Emotion�

SVM is the last SVM lassifying AUs to emotions. Training of 55% images results

in the parameters listed in Table 6.4. Training of 50% images involves parameter

values shown in Table 6.5.

Evaluation partitions number one and two annot be trained with the OpenCV

train_auto funtion. The funtion throws an error on these training sets. In

general, minimum 200 images an be trained with train_auto. For less training

Table 6.5: Parameters automatially hosen to be optimal for 203 training images

SVM C γ

ROI1 (d) 312.5 0.50625

ROI1 (a) 62.5 0.50625

ROI2 (d) 62.5 0.50625

ROI2 (a) 62.5 0.50625

Emotion 0.5 0.00225
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images, the same parameters of partition number three are used in the OpenCV

train funtion

2

.

SVM Classi�ation

Distane and angle parameters are eah passed to two SVMs, one per ROI. By

means of distane parameters, the SVM for ROI1 ahieves an auray of 43.48%

on the evaluation of partition number 5. The SVM for ROI2 reahes an auray of

60.87%. By means of angle parameters, the SVM for ROI1 ahieves an auray of

38.51%. The SVM for ROI2 reahes an auray of 43.48%. In both ases, SVMs

of ROI2 ahieve better results. This does not depend on the partition evaluated.

ROI2 ahieves up to 20% better auray than ROI1. Bettadapura et al. [Bet12℄

on�rmed that nose and mouth arry the most information of all features. Based

on this knowledge, all AU ombinations whih are not assigned to an emotion by

the mapping of RaFD, an be trained as well. These ombinations are lassi�ed to

the emotion built up of the AUs reognized in ROI2. Experiments show that ROI2

is more unfailing than ROI1. Hene, if an AU-ombination like AU6 + AU20 +

AU25 is reognized, the SVM in the last step lassi�es it as fearful, whih onsists

of AU20 + AU25 in ROI2. Otherwise AU6 + AU20 + AU25 ould also be lassi�ed

as an emotion whih is neither built up of AU6, AU20, nor AU25. By means of

this, mapping errors of the SVM are avoided and auray of distane parameters

is improved about 3%. Auray of angle parameters stays the same. Additionally,

sine the system favors the output of ROI2, olusion errors of ROI1 should be

avoided. Experiments should test this assumption in future work.

Computation Time

Computation time is measured on an Intel Core i5-3570K proessor with 4x 3.40GHz

and 16GB RAM. The system is exeuted single threaded. Computation time for

training of 238 images is 188.32 se., thus 0.79 se. per image. Testing of 161

images takes 90.47 se., whih is 0.56 se. per image. Reognizing an emotion on

a single image also needs about 0.56 se.

Confusion Matrix

Preision, reall, spei�ity, and false positive rate are omputed for eah emotion

lass. A onfusion matrix is assembled for eah partition presented in Table 6.2.

They an be seen in the last Setion of Appendix D. Figure 6.6 shows an instane

of a onfusion matrix. Reognition results of distane parameters on partition

2

http://dos.openv.org/modules/ml/do/support_vetor_mahines.html#

vsvm-train

http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-train
http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-train
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Figure 6.6: Confusion matrix of 60% images trained and 40% images tested

number 5 are illustrated. Figure 6.7 shows the onfusion matrix of angle parame-

ters on partition number 5. Eah emotion is tested 23 times. The major diagonal

of the matrix illustrates orret reognitions [Faw06℄. A omparison of both onfu-

sion matries shows that happy is reognized superiorly by angle parameters, but

distane parameters ause no false positives of this emotion. A great di�erene

an be seen on surprised, fearful and sad. By means of distane parameters, the

two former emotions are reognized orretly 18 and 17 times respetively of 23

images. Sad is reognized orretly merely one time. Based on angle parameters,

these results are swapped. Sad is reognized orretly 11 times, but surprised and

fearful degrade to 4 and 1 respetively. Other emotions are reognized more times

orretly with the extration of distane parameters.

Preision, reall, spei�ity, false positive rate, and auray an be omputed

on the values of the onfusion matrix. In general, they are omputed for one lass

as desribed by Fawett et al. [Faw06℄:

precision =
truepositives

truepositives + falsepositives
(6.1)

recall = truepositiverate =
truepositives

totalpositives
(6.2)

specificity =
truenegatives

truenegatives+ falsepositives
(6.3)

falsepositiverate = 1− specificity (6.4)
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Figure 6.7: Confusion matrix of 60% images trained and 40% images tested

accuracy =
truepositives + truenegatives

totalpositives + totalnegatives
(6.5)

The true positives represent the images reognized orretly. If an emotion is

lassi�ed wrongly, the value on the orrespondent �eld in the onfusion matrix is

inremented.

In the evaluated partition shown in Figure 6.6, preision for the happy emotion

is omputed as follows:

precision
happy

=
21

21 + 0 + 0 + 0 + 0 + 0 + 0
= 1.0 (6.6)

Value 21 shows that 21 of 23 happy faial expressions are reognized orretly.

The values 0 + 0 + 0 + 0 + 0 + 0 are the false positives. These images would have

been reognized as happy, but atually belong to other emotions.

Reall for the happy emotion is omputed as follows:

recall
happy

=
21

21 + 0 + 0 + 0 + 0 + 2 + 0
= 0.913 (6.7)

The values 21 + 0 + 0 + 0 + 0 + 2 + 0 are the total positives. This number of

images is truly happy, even if they are reognized di�erently.

Spei�ity for the happy lass is omputed as follows:

specificity
happy

=
tn

tn + 0 + 0 + 0 + 0 + 0 + 0
= 1.0 (6.8)
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With tn = 18+2+1+1+1+1+1+1+1+4+8+17+2+7+7+1+13+1+
6 + 4 + 1 + 2+ 21+ 1+ 3+ 1+ 5+ 7 de�ned as the true negatives. True negative

images are orretly reognized as not happy. The values 0 + 0 + 0 + 0 + 0 + 0
present the false positives, as desribed above.

The false positive rate of happy is omputed as:

falsepositiverate
happy

= 1.0− 1.0 = 0.0 (6.9)

By means of these alulations, spei� graphs are able to visualize the results

of di�erent training sets to ompare with eah other.

Reeiver Operating Charateristis Graph

Reeiver operating harateristis (ROC) graphs visualize and ompare lassi�ers

on the basis of their performane, as desribed by Fawett et al. [Faw06℄. The

x-axis represents the false positive rate. The y-axis displays the reall, also alled

the true positive rate. Thereby, bene�ts and osts are ompared. One point in

the graph stands for one lassi�er output. Fawett et al. mentioned important

points in a ROC graph: point (0, 0) shows that this lassi�ation ahieves no

false positives as well as no true positives. There are no positive results. Point

(1, 1) illustrates a lassi�er whih always provides a positive result, but auses a

high false positive rate as well. A lassi�er on point (0, 1) is a perfet lassi�er.

Classi�ers on the diagonal line y = x ahieve the same results like random guessing.

Classi�ers on the lower left side provide only few orret results, but few inorret

as well. Classi�ers whih lie below the diagonal line ahieve results inferior to

random guessing.

Figure 6.8 shows a ROC graph for distane parameters on partition number 5

with 60% images trained and 40% images tested. Seven points illustrate the results

of the seven emotions. Figure 6.9 visualizes this partition with angle parameters.

Appendix D presents ROC graphs of distane and angle parameters for eah eval-

uated partition. In both Figures 6.8 and 6.9, happy is reognized nearly perfet.

Angles ause more false positives of happy than distanes. Distane parameters

ahieve less true positives, but no false positives. With distanes, also disgusted

and surprised ahieve results omparable to state-of-the-art approahes. Fearful

is reognized orretly more often with distanes, but sad ahieves better results

with angles.

Figures 6.11 and 6.10 ombines results of distane and angle parameters eah

over all partitions evaluated. Distanes provide three emotions in the upper left

side of the ROC graph. Three emotion lasses are loated in the middle and one

in the lower left side. In ontrast, angles provide only one emotion lass in the

upper left side, four lasses in the middle and two in the lower left side.
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Figure 6.8: ROC graph for distane parameters with 60% images trained and 40%

images tested

Figure 6.12 summarizes the distribution of all emotions for distanes and angles

in one graph. Blue points represent results gained by distane parameters. Red

points visualize results of angle parameters. The points generated by distane

parameters are loated on the left side whereas the points of angle parameters are

oriented to the lower right side.

These ROC graphs show more stable results generated by means of distane

parameters for faial feature representation. The next Subsetion analyzes the

auray whih provides more preise information.
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Figure 6.9: ROC graph for angle parameters with 60% images trained and 40% images

tested
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Figure 6.10: ROC graph for distane parameters over all partitions evaluated
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Figure 6.11: ROC graph for angle parameters over all partitions evaluated
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Figure 6.12: ROC graph for distane and angle parameters over all partitions evaluated
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Figure 6.13: Auray of distane and angle parameters over all partitions evaluated

Auray

The auray of the entire AFERS is omputed as follows:

accuracy =
truepositives

totalnumberofimagestested
(6.10)

The images reognized orretly are divided by the number of all testing images.

The true positives are omputed as the sum of values in the major diagonal of the

orresponding onfusion matrix.

Minimal auray ahieved by distane parameters is 57.98% on partition num-

ber 1. Maximal auray is gained on partition number 4 with 62.09%. Angle

parameters ahieve a minimal auray of 43.48% on the last partition evaluated.

Maximal auray shows partition number 3 with 50.51%. Overall, AFERS based

on distane parameters ahieves higher auray. Figure 6.13 makes this result ob-

vious. Auray omputation starts with 161 images trained in partition number

1 and ends with 238 images trained in partition number 5.

6.2.5 Conlusion of Experiments

Experiments show that fae detetion based on the OpenCV fae detetor provides

stable results for atual requirements. Feature point detetion sometimes is falsi-
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�ed due to erroneous faial omponent segmentation. In some ases, the lower lip

ontour is disarded and the lowermost point of the mouth is not deteted orretly.

Espeially this orrupts auray, beause the mouth arries the most information

of all faial features. Considering symmetri parameters of the fae separately im-

proves auray. Overall, the AFERS reognizes the neutral expression worst. The

system using distane parameters ahieves worst results reognizing a sad emotion.

In every partition evaluated, fearful is mostly mistaken for sad. Partition number

4 gains the best reall of sad. The experiments show that the AFERS based on

distane parameters provides more aurate reognition results than using angle

parameters for feature extration.

In the next Setion, the system based on distane parameters is ompared with

the results of related FERS.

6.3 Results

Experiments show maximal auray ahieved by distane parameters is 62.09%

on partition number 4. In this evaluation set, 55% of 399 images are used for

training and 45% for testing. Figure 6.14 presents the ROC graph of this system.

Figure 6.15 visualizes the preision for eah emotion lass. Figure 6.16 shows the

onfusion matrix of this evaluation set.

Although the emotion reognition system based on distane parameters for

faial feature representation ahieves better results than an angle-based approah,

the sad and neutral expressions are not su�ient separable from other emotions.

The happy expression is reognized nearly perfet due to large distanes on mouth

width. Every other emotion is built up of small mouth width. Reognition of a

disgusted fae ahieves stable results as well, but it involves a higher false positive

rate.

The overview Setion of Chapter 3 summarizes the results of related systems.

It turns out that every feature-based system needs a referene fae for omparison.

Feature-based systems ahieve reognition results of 84.13% on average. Image-

based systems average 84.35%. Fully automati systems ahieve 83.57% on average.

Comparing the presented system with related work is di�ult. Every system

utilizes misellaneous approahes for fae detetion, faial data extration and

emotion reognition. Several systems only reognize AUs and other onentrate

merely on emotion outputs. Considering auray only, the introdued system

ahieves less reognition results than state-of-the-art FERS. Merely the system of

Srivastava et al. [Sri12℄ provided less auray. Considering the true positive rate

of happy, surprised and disgusted, the presented system is able to keep up with

state-of-the-art FERS.
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Figure 6.14: ROC graph of distane parameters over all emotions with 55% images

trained and 45% images tested

6.4 Summary

The experiments and results desribed in this Chapter give more information about

the e�etiveness of the AFERS presented. For a omparison with related systems,

best reognition results are evaluated. The evaluation set of 55% images trained

and 45% images tested provides highest auray. Additionally, the system based

on distane parameters reognizes best. Maximal auray ahieved is 62.09% on

average over all emotions.

The next Chapter outlines this thesis and the introdued system. It ranks

positive features and assesses features to optimize in future work.
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Chapter 7

Summary and Conlusion

The last Chapter summarizes this thesis and draws a onlusion of the approah

of an AFERS. The thesis loses with an outlook on future work.

7.1 Summary

This thesis examines a fully automati emotion reognition system based on visual

features of frontal faes. The system works image-based and employs feature-

based feature extration. A novel approah is developed to detet permanent and

transient features with a model-based method dividing the fae in omponents.

The system works without any referene image. It extrats two types of faial

parameters: distanes and angles. Two multi-lass SVMs lassify faial parameters.

The results are odes of 16 AUs of the Faial Ation Coding System, single or in

ombination. These odes are mapped to a faial emotion by means of a third

SVM. The system overs the six basi emotions (happy, surprised, sad, fearful,

angry, and disgusted) plus the neutral faial expression. It is implemented in C++

and provided with an interfae to ROS.

Experiments on the Radboud Faes Database show that the AFERS based

on distane parameters ahieves better results than utilizing angle parameters.

Auray is 62.09% with 55% of 399 images trained and 45% images tested.

However, the presented system provides less auray than state-of-the-art ap-

proahes. Related work disovered that faial expression reognition is harder on

images whih provide only stati 2D information. Srivastava et al. [Sri12℄ utilized

a median of 21 feature points deteted in ten frames. Therefore, detetion errors

ould be avoided. Panti et al. [PP05℄ developed a sequene-based reognition sys-

tem onsidering temporal dynamis of emotions. Hene, they were able to respet

more information given in the onset, apex, and o�set. On the basis of this ap-

proah, they reognized 27 di�erent AUs and their ombination. Therefore, their

95
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approah ahieved better results than the system introdued in this thesis. Sebe

et al. [SLS

+
07℄ assessed that most information about human emotions is reeived

from video sequenes. Panti et al. [PP06℄ pointed out that several movements of

faial parts are hard to detet in 2D frontal fae images. Hene, they deided to

work on video sequenes with pro�le faes.

By means of these onlusions, it turns out that an image-based FERS lasts

for reognizing the six basi emotions and the neutral fae. If further information

should be gained, three- or four-dimensional input is more e�ient.

No feature-based related work an be found operating without a referene

image. Merely appearane-based approahes as desribed in [WO06, LFBM02,

BLL

+
04℄ either did not need a referene fae or did not mention it expliitly.

Both systems of Littlewort et al. [LFBM02℄ and Bartlett et al. [BLL

+
04℄ were

sequene-based and worked on videos with the neutral emotion as the �rst frame.

Like the presented system, Whitehill et al. [WO06℄ reeived stati images as in-

put. In ontrast to the system introdued in this thesis, Whitehill et al. utilized

Haar-like features plus AdaBoost as an appearane-based approah for feature ex-

tration. Hene, no feature points had to be deteted whih is more error-prone

than onsidering the fae as a whole. Additionally, they reognized AUs without

interpreting the emotion. Their system ahieved an auray of 92.4%, but worked

not fully automatially. ROIs were seleted manually. On the ontrary, the system

presented in this thesis detets faial omponents automatially. This approah is

more omplex, but requires no manual interation.

Faing the ontext that this system works without any learning phase or ref-

erene image and only with the atual expression, the system shows respetable

results. This thesis proves that emotion reognition is possible onsidering only

the atual input image. Knowing the observed person is not mandatory.

7.2 Conlusion

Bettadapura et al. [Bet12℄ listed features a good FERS has to o�er:

• fully automati

• sequenes and images

• real-time

• spontaneous expressions

• all AUs and expressions

• di�erent lighting
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• olusions

• no preproessing

• person independent

• di�erent ultures, skin olors, and age

• di�erent resolutions

• frontal, pro�le, and rotated images

The introdued system is fully automati and reeives stati images as input.

Sequenes are not overed. It reognizes faial expressions with a fast omputation

performane under one seond, but not in real-time. Only posed expressions of

16 AUs and hene seven emotions are overed. Di�erent lighting onditions an

be handled by means of image normalization. Certain olusions an be avoided,

for example faial hair is not onsidered as faial omponents. There is no prepro-

essing before the system starts. The system does not need a training phase or a

referene image of a person. Preproessing of the input image is done by normal-

ization of sale and lighting. Every person an be tested at every time beause

the presented AFERS is independent of spei� harateristis. Furthermore, it

is trained with Cauasian female, male, and Moroan male. Hene, it works on

di�erent ultures and skin olors. Every input image is saled to a spei�ed reso-

lution. If input images are smaller, faial information ould disappear. Currently,

the system only treats frontal faes. It should be extended in future work.

Taken together, this system serves as a notable foundation for future work

where auray an be further enhaned.

With the proposed emotion reognition system, our daily life an be improved.

Autonomous systems like robots obtain more human skills. They an help us

in di�erent situations by reognizing our mental state. Assisting systems beome

more spei� to humans. By means of the introdued system, mahines understand

what humans mean with ertain behavior and the other way around. Systems an

reognize the emotion and interat adequately to human.

7.3 Future Work

In future work, it would be pro�table to reognize spontaneous expressions. Posed

expressions are easier to reognize, but if a FERS should be used in real life, it has

to adapt to the people and not the other way around.

More AUs and ombinations ould be trained to reognize a wide range of faial

expressions.
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In addition, the system should reeive stati images as well as sequenes as

input. Thus, the reognition system an be used for more onditions.

Border ases like olusions by glasses, sunglasses, faial hair, et. should be

handled. They ould be trained or feature points ould be deteted more robustly

in order not to lose information by olusions. It should be tested if the presented

system already reognizes emotions orretly, even if the eyes are oluded. Sine

the system favors the output of ROI2, olusion errors of ROI1 should be avoided.

In future work, in-plane and out-of-plane rotations should be onsidered. Up

to a spei� angle, rotated faes are deteted with the OpenCV fae detetor.

Pro�le faes are not supported. If the fae is rotated, it an be disovered by

the OpenCV �ndHomography funtion

1

. Afterwards, it an be handled with the

OpenCV geometri image transformation

2

.

With more time, the infants of the database ould be trained and tested as

well. If the system does not work on infants as well, feature detetion should be

modi�ed.

To ompare reognition results with related FERS, this system should be tested

on other databases.

Furthermore, the system ould be tested with more di�erent ultures. In ase

of need, these di�erent ultures an be trained before tested.

To improve auray, ertain approahes an be evaluated. First of all, more

faial data ould be extrated. The experiments of this thesis show that less

parameters degrade reognition results. It should be disovered if more parameters

improve auray. Furthermore, the system ould utilize a rule-based approah for

lassifying faial omponent states to emotions. Therefore, the SVMs of ROI1 and

ROI2 do not reognize AUs but states. States of the mouth ould be opened, losed,

and expanded. Tian et al. [TKC01℄ developed a related approah and ahieved

an auray of 96%. The approah should be extended to work automatially and

without a referene fae of a person.

In future work, the developed system ould be onneted with other ommuni-

ation systems, for example speeh or gesture. With this, all reeived information

an be adjusted. Hene, autonomous systems gain the ability to reat even more

appropriate to their ounterparts.

1

http://dos.openv.org/modules/alib3d/do/amera_alibration_and_3d_

reonstrution.html#findhomography

2

http://dos.openv.org/modules/imgpro/do/geometri_transformations.html#

getPerspetiveTransform

http://docs.opencv.org/modules/calib3d/doc/camera_calibration_and_3d_reconstruction.html#findhomography
http://docs.opencv.org/modules/calib3d/doc/camera_calibration_and_3d_reconstruction.html#findhomography
http://docs.opencv.org/modules/imgproc/doc/geometric_transformations.html#getPerspectiveTransform
http://docs.opencv.org/modules/imgproc/doc/geometric_transformations.html#getPerspectiveTransform


Appendix A

Ation Units of the Faial Ation

Coding System

This Appendix refers to the Setion �Faial Ation Coding System� in Chapter

2. It presents a full Table of 42 AUs assembled by Cohn et al. [CAE07℄ and the

robotis institute of the Carnegie Mellon University

1

.

A.1 Ation Units

1

http://www.s.mu.edu/~fae/fas.htm
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Table A.1: AUs of FACS

AU Example Image Desription Related Musle

1 Inner brow raiser Frontalis, pars medialis

2 Outer brow raiser Frontalis, pars lateralis

4 Brow lowerer Corrugator superilii, Depressor

superilii

5 Upper lid raiser Levator palpebrae superioris

6 Cheek raiser Orbiularis ouli, pars orbitalis

7 Lid tightener Orbiularis ouli, pars palpe-

bralis

9 Nose wrinkler Levator labii superioris alaquae

nasi

10 Upper lip raiser Levator labii superioris

11 Nasolabial deepener Zygomatius minor

12 Lip orner puller Zygomatius major

13 Cheek pu�er Levator anguli oris (a.k.a. Cani-

nus)

14 Dimpler Buinator
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Table A.2: AUs of FACS

AU Example Image Desription Related Musle

15 Lip orner depressor Depressor anguli oris (a.k.a. Tri-

angularis)

16 Lower lip depressor Depressor labii inferioris

17 Chin raiser Mentalis

18 Lip pukerer Inisivii labii superioris and In-

isivii labii inferioris

20 Lip strether Risorius with platysma

22 Lip funneler Orbiularis oris

23 Lip tightener Orbiularis oris

24 Lip pressor Orbiularis oris

25 Lips part Depressor labii inferioris or re-

laxation of Mentalis, or Orbiu-

laris oris

26 Jaw drop Masseter, relaxed Temporalis

and internal Pterygoid

27 Mouth streth Pterygoids, Digastri
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Table A.3: AUs of FACS

AU Example Image Desription Related Musle

28 Lip suk Orbiularis oris

41 Lid droop Relaxation of Levator palpebrae su-

perioris

42 Slit Orbiularis ouli

43 Eyes losed Relaxation of Levator palpebrae

superioris; Orbiularis ouli, pars

palpebralis

44 Squint Orbiularis ouli, pars palpebralis

45 Blink Relaxation of Levator palpebrae

superioris; Orbiularis ouli, pars

palpebralis

46 Wink Relaxation of Levator palpebrae

superioris; Orbiularis ouli, pars

palpebralis

51 Head turn left

52 Head turn right

53 Head up
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Table A.4: AUs of FACS

AU Example Image Desription Related Musle

54 Head down

55 Head tilt left

56 Head tilt right

57 Head forward

58 Head bak

61 Eyes turn left

62 Eyes turn right

63 Eyes up

64 Eyes down





Appendix B

Sreenshots of the Graphial User

Interfae

This Appendix refers to the Setion �Graphial User Interfae� in Chapter 5.

B.1 Sreenshots

Figure B.1: First view of the user interfae (overview)

105
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Figure B.2: First view of the user interfae (overview) with emotion reognition result

Figure B.3: Seond view of the user interfae (detailed view)
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Figure B.4: Third view of the user interfae (training mode)

Figure B.5: Third view of the user interfae (training mode) with images trained

Figure B.6: Fourth view of the user interfae (evaluation mode)
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Figure B.7: Fourth view of the user interfae (evaluation mode) with evaluation result



Appendix C

Emotions of the Radboud Faes

Database

This Appendix refers to the Setion �Database� of Chapter 6. It presents several

images of the seven emotions used in this thesis. All images are assembled from

the RaFD [LDB

+
10℄.

C.1 Seven Emotions of Cauasian Female of the

RaFD

109
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Figure C.1: Cauasian female expressing neutral, happy, surprised, sad, fearful, angry

and disgusted
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C.2 Seven Emotions of Cauasian Male of the RaFD

Figure C.2: Cauasian male expressing neutral, happy, surprised, sad, fearful, angry

and disgusted
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C.3 Seven Emotions of Moroan Male of the RaFD

Figure C.3: Moroan male expressing neutral, happy, surprised, sad, fearful, angry

and disgusted



Appendix D

Reeiver Operating Charateristis

Graphs

This Appendix refers to the Setions �Confusion Matrix� and �Reeiver Operating

Charateristis Graph� of Chapter 6.

D.1 ROC Graphs of Distane Parameters
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Figure D.1: True positive rate and false positive rate of 40% images trained and 60%

images tested
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Figure D.2: True positive rate and false positive rate of 45% images trained and 55%

images tested
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Figure D.3: True positive rate and false positive rate of 50% images trained and 50%

images tested
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Figure D.4: True positive rate and false positive rate of 55% images trained and 45%

images tested
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Figure D.5: True positive rate and false positive rate of 60% images trained and 40%

images tested
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D.2 ROC Graphs of Angle Parameters
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Figure D.6: True positive rate and false positive rate of 40% images trained and 60%

images tested
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Figure D.7: True positive rate and false positive rate of 45% images trained and 55%

images tested
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Figure D.8: True positive rate and false positive rate of 50% images trained and 50%

images tested
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Figure D.9: True positive rate and false positive rate of 55% images trained and 45%

images tested
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Figure D.10: True positive rate and false positive rate of 60% images trained and 40%

images tested
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D.3 Confusion Matries of Distane and Angle Pa-

rameters
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Figure D.11: Confusion matrix of distane parameters with 40% images trained and

60% images tested
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Figure D.12: Confusion matrix of angle parameters with 40% images trained and 60%

images tested
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Figure D.13: Confusion matrix of distane parameters with 45% images trained and

55% images tested
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Figure D.14: Confusion matrix of angle parameters with 45% images trained and 55%

images tested
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Figure D.15: Confusion matrix of distane parameters with 50% images trained and

50% images tested
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Figure D.16: Confusion matrix of angle parameters with 50% images trained and 50%

images tested



122APPENDIX D. RECEIVER OPERATING CHARACTERISTICS GRAPHS

happy surprised sad fearful angry disgusted neutral

23

20

6

17

0

0

16

24 2

1 6

17

0 0

0 1

0 0

1 3

00

2

41

0

3

0

3

1

0

10 4

10

3

0

0

0 0

7

1

0

1

4

8

1

0

recognized class

 true
class

happy

surprised

sad

fearful

angry

disgusted

neutral

Figure D.17: Confusion matrix of distane parameters with 55% images trained and

45% images tested
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Figure D.18: Confusion matrix of angle parameters with 55% images trained and 45%

images tested
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Figure D.19: Confusion matrix of distane parameters with 60% images trained and

40% images tested
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Figure D.20: Confusion matrix of angle parameters with 60% images trained and 40%

images tested





Appendix E

Installation and User Guide

This Appendix presents an installation and user guide for the system introdued

in this thesis.

E.1 Installation Guide

The ROS release �fuerte� has to be installed to run the system. There are instal-

lation instrutions

1

for ertain operating systems. ROS supports several Ubuntu

platforms.

The emre pakage of the CD has to be opied to the ROS workspae. The

images of the database an be opied to the diretories mentioned in the next

Setion.

If there are any OpenCV errors while starting the AFERS, OpenCV 2.4.3 has

to be installed separately.

E.2 User Guide

The AFERS starts with a launh�le. Therefore type roslaunh emre start.launh

in the terminal and the GUI opens.

For training mode, please selet the �Training� tab. Insert the diretory of

training images in the input �eld. All training images should ontain the orret

emotion in their names. As default diretory, �../training/� is displayed. This

diretory is loated in the emre pakage. An example of training images an be

found on the CD in �Sonstiges/Datenbank RaFD/55 Training - 45 Testing/Train-

ing� where 55% of all 399 images are stored. If the diretory is hosen, lik on

the �Load� button and then �Start Training�. The terminal presents all images

1

http://www.ros.org/wiki/fuerte/Installation
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trained. After training, the GUI shows the number of training images and om-

putation time. Please note that minimum 200 images an be trained with the

OpenCV train_auto funtion. For less training images, unomment and omment

the spei� lines in the ode of the �les AUTraining.pp and EmotionTraining.pp.

For evaluation mode, please lik on the �Testing� tab. Insert the diretory of

testing images in the input �eld. All testing images should ontain the orret

emotion in their names. As default diretory, �../evaluation/� is displayed. This

diretory is also loated in the emre pakage. An example of testing images an

be found on the CD in �Sonstiges/Datenbank RaFD/55 Training - 45 Testing/Eval-

uation� where 45% of all 399 images are stored. If the diretory is hosen, lik on

the �Load� button and then �Start Evaluation�. The terminal presents all images

tested. After evaluation, the GUI shows the number of tested images and om-

putation time. Additionally, auray of distane and angle parameters is shown.

Please note that the SVMs have to be trained before evaluation an be done.

In order to test single images, please selet the �Overview� tab. Insert the path

of the image in the input �eld. As an example, �../images/Rafd090_01_Cauasian

_female_happy_frontal.jpg� is displayed. The �images� diretory is also loated

in the emre pakage. If the image is hosen, lik on the �Load� button. The

input image is shown in the GUI. Clik on �Start AFERS� to start the emotion

reognition. Please note that the SVMs have to be trained before tested. When

reognition is done, the GUI presents the emotions lassi�ed by distane and angle

parameters, plus omputation time. Selet the �Detailed View� tab in order to see

the results of several reognition steps. Additionally, the reognized AU-odes are

presented. The terminal shows more detailed information about fae detetion,

wrinkle detetion, and resulting outputs. In addition, the system stores the output

images of all steps in the �output� diretory of the emre pakage.

In order to use the system presented with other systems based on ROS, proeed

as follows. Advertise the path of the input image with the topi �emre_path�.

Publish a path, for example �../images/Rafd090_01_Cauasian_female_neutral_

frontal.jpg�. Selet the �Overview� tab in the GUI. Clik on the �Load� button. If

a message ontaining a path of an image is reeived, the information �Image path

reeived via ROS message� appears at the bottom of the GUI. The input image is

shown in the middle. Clik on �Start AFERS� to start the emotion reognition and

to see all information in the �Detailed View� tab and in the terminal. Subsribe

to the topi �emre� in order to reeive messages of the ROS node emre. When

emotion reognition �nishes, the AFERS publishes messages like �neutral�. Merely

the reognized emotion is sent. Hene, systems subsribing the messages of the

emre node, are able to work diretly with the reeived information. Emotion

reognition only publishes results gained by distane parameters.
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